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ABSTRACT 
Music is expressive and hard to be described by words. 
Learning music is therefore not a straightforward task 
especially for vocal music such as human beatboxing. People 
usually learn beatboxing in the traditional way of imitating 
audio sample without steps and instructions. Spectrogram 
contains a lot of information about audio, but it is too 
complicated to be understood in real-time. Reinforcement 
learning is a psychological method, which makes use of reward 
and/or punishment as stimulus to train the decision-making 
process of human. We propose a novel music learning approach 
based on the reinforcement learning method, which makes use 
of compact and easy-to-read spectrum information as visual 
clue to assist human beatboxing learning on smartphone. 
Experimental result shows that the visual information is easy to 
understand in real-time, which improves the effectiveness of 
beatboxing self-learning. 
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INTRODUCTION 
Human beatboxing is kind of vocal music art, which makes use 
of lip, tongue and throat to produce percussion and sound 
effects. It is not easy to learn human beatboxing. The most 
common way to learn this is to listen to beatboxing music 
sample and imitate it. There does not exist well-structured and 
effective learning tool. The main reason is beatboxing require 
complicated physical technique, which is hard to describe by 
words and steps. Self-learning by listening to music sample is 
still the best way to understand beatboxing. In this work, we are 
looking for reference and clue to assist this self-learning 
process. Spectrogram contains rich information of voice. For 
example, Zue [1] demonstrated how to read English words 
directly by visualizing spectrogram. Spectrogram should be 
useful for assisting beatboxing learning by providing visual 
information of the voice. However, the information in a 
spectrogram is hard to read and understand. We propose to 
redesign and simplify the spectrogram, which act as a visual 
clue for user to read in real-time to effectively support the 
beatboxing self-learning process.  

1. Background and Previous Work 
One of the most popular beatboxing self-learning app on the 
Android smartphone platform is Learn to Beatbox [2]. It is a 
traditional unidirectional education tool. It links users to 
various demo videos without any interaction mechanism to 
receive input from user during the learning. It is simply a 
collection of well-organized tutorial videos and users are not 
guided to improve themselves.  
 On the Mac OSX platform, Garageband provides the learn to 
play music tutorial [3]. User is guided by the video demo. They 
can interact with it by following the input sequence of either a 
set of guitar chord positions or piano fingerings. However there 

is no sound analysis component. It only teaches user on button 
control and fingering. There are many other music learning 
apps on the iOS smartphone platform such as Piano man [4], 
Guitar lab [5], Karajan [6], etc. However all of them are 
similar to Garageband in that they only guide users to follow a 
certain fingering sequences.  
 There is no vocal music educational tool that analyses the 
sound and provides feedback for the users to try out and 
gradually improve themselves. Furthermore, beatboxing is 
more than pitch control, requiring fairly complicated mastering 
of voice through lip, throat and mouth shape [7]. To learn 
beatboxing effectively, we need some guide to help user to 
view and adjust their voice.  

2. Design Principle and Implementation 
We want to design a user-friendly self-learning assisting tool 
for human beatboxing. There are a lot of features that affect the 
sound of beatboxing. Kapur identified beatboxing sound with 
several features such as Root Mean Square (RMS) energy, Mel-
frequency Cepstral Coefficients (MFCC) and Linear Predictive 
Coefficient (LPC) [8]. Lemaitre et al. used several audio 
features to identify vocal imitation, including fundamental 
frequency, spectral centroid, and energy envelope [9]. These 
features can be classified into two main classes: the time 
domain energy features class, and the frequency domain 
spectral features class. There are other features that can affect 
the beatboxing sound. Since we aim to design a visual clue for 
beatboxer to follow, we only pick those features that a 
beatboxer can directly relate to in controlling their own 
physical action.  
 In this work, we pick three features to observe: volume, 
frequency and mouth shape. Beatboxing involves blowing air 
from the lung, which controls the volume. Then the air goes 
through the throat, which controls the frequency. Finally the air 
comes out through the lips and being spoken out, with the lips 
and mouth shape controlling the syllable. In order to visualize 
these three features, we use the root mean square value of the 
signal amplitude to represent the volume, a simplified 
spectrogram to represent the frequency, and the formants to 
represent the mouth shape. It is generally agreed that the root 
mean square value of signal amplitude represents the volume. It 
is also well proven that the first two formants are enough to 
identify the vowel in speech [10]. We use a highly simplified 
spectrogram to represent the frequency, since such a simplified 
representation is sufficient for the purpose of a quick guide for 
the user to visualize the position of syllables and to roughly 
identify the pitch trend. The three features are displayed in sync 
with the audio sample playback. The user will sing along and 
interact with the app, and the app will help the user visualize 
mistakes and hence correct them through repeated trials.  
 This work is designed for smartphone as its ubiquitous use by 
general public today and its simple touch and shake interaction 
modality suits well for our envisaged non-professional 
beatboxing training context. We first implement it on Apple 
devices running iOS 6. We will implement it on other 
smartphone platforms such as Android and Windows Phone in 
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the future. A recent research shows that electronic device users 
are device sensitive when working on different tasks. They take 
the advantage of the best feature of each kind of device [11]. 
For example, 90% users send email with computer because of 
its large screen and keyboard. On the other hand, 73% of 
navigation activities are performed on the smartphone because 
of its mobility. The learning process of beatboxing only 
involves singing and listening without requiring typing, thus a 
modern smartphone, as opposed to a desktop PC with keyboard, 
fits for learning beatboxing. All iOS smartphone contains 
screen with multi-touch control, microphone and speaker, 
which is all in one in functionality and very convenient for the 
user. Smartphone app also benefits from its mobility. User can 
use the app everywhere. However smartphone app needs to run 
efficiently with limited processing power and limited resources. 
Also, we need to display a lot of information on the small 
screen of a smartphone, requiring an extra consideration in 
designing the user interface. The displayed information needs 
to be compact and easy to read in real-time.  
 Male and female beatboxers are different in vocal frequency 
range. For simplicity we first work on male beatboxer. Without 
any loss of generality this work will be further developed for 
female beatboxer in a very similar way.  
 Figure 1 shows the feature representation of the app. The 
timeline moves from the right to the left. The volume contour 
versus time is the main trend for the user to follow. The 
spectrogram is simplified into only a few frequency portions, 
and normalized by the volume contour. Only a few formants 
are selected and they are also normalized by the volume 
contour. Since volume contour is easy to trace and follow, the 
benefit of the normalization is that the information can be 
packed into one single “symbol like” object. User can read both 
volume and frequency information at one glance. Summation of 
all frequency components’ amplitude at a certain time should 
equal to the overall amplitude in the time domain. This nice 
combination preserves the ratio between different frequency 
components. Another reason for the normalization is that the 
visual representation is just an aid for learning. User only needs 
to know the relative frequency ratio and the relative position of 
the formant. For example, when a beatboxer is guided to tune 
down his first formant frequency a little bit, it would not be 
very meaningful to ask him to, say, tune it down exactly by 
10.6Hz. Instead, the app should just ask him to tune it down 
“by a small portion.” Then the beatboxer should do it according 
to his experience and control his muscle, listen to the outcome, 
and further adjust it according to the next feedback stimulus.  
 User follows the clue and sings beatboxing note along the 
timeline. Then the app will rate the user’s performance by 
comparing it with the preset features. This is the reinforcement 
learning part. Reinforcement is the delivery of stimulus 
resulting from certain action. Human tends to repeat the same 
behavior according to positive result that they received before 
[12], and this is how reinforcement learning works: the user is 
guided by the system through a continuous learning process to 
approach to the correct answer; the system then provides 
feedback for the user that encourages improvement; in turn the 
user will adjust his performance according to the system 
feedback. Reinforcement learning is especially suitable when a 
system only knows the correct answer, where the exact steps 
toward success are missing [13]. There are positive and 
negative reinforcement, which depends on the kind of stimulus 
used. Not all stimuli triggered by a certain action can be 
regarded as reinforcement. For example, a robber may feels 
happy (positive) for the money he stole but yet feeling guilty 
(negative). Hence he might not want to steal again in the future, 
and he is not reinforced. There are various kinds of feedback 

messages to choose. We will look for the best feedback 
messages in our experiment. 
 

 
Figure 1. Features representation. 

 
Figure 2. Free mode. 

 
Figure 3. Note-Training mode. 

 
Figure 4. The music used in the note-training mode. 
 

 
Figure 5. The music used in the phrase-training mode. 
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 We offered three learning modes in the app. In the free mode 
as shown in Figure 1Figure 2, user simply plays beatboxing 
notes and observes the visual clue. This is for the user to get 
familiar with the app interface and the visual clue responses. 
User will be trained to associate their voice with the consequent 
visual clue that appears; hence they learn to change the formant 
position by adjusting their voice. In the note-training mode as 
shown in Figure 3, a single note’s spectrum is displayed in 
loop, with three voiced note and one unvoiced note for the user 
to fill out with his/her voice. The top red dot represents user’s 
current volume level. The bottom two orange dots represent 
user’s current formant position. This is for the user to focus on 
training with one particular kind of beatboxing note. The 
phrase-training mode is similar to the note-training mode, 
where the beatboxing drum loop is played recursively. Only 
one target note is unvoiced for the user to fill it out. Figure 4 
and Figure 5 shows the training music used in the note-training 
mode and phrase-training mode respectively. This mode aims at 
teaching the user to get the feeling of how a particular 
beatboxing note sounds in a music phrase. The three training 
modes provide the user with a complete experience of learning 
beatboxing in the fundamental, note and phrase perspectives.  

3. Experiment and Discussion 
We performed several tests to gather user feedback in order to 
improve the design of the app. We invited a focus group (FG) 
to perform the tests, consisting of 36 adult males divided into 3 
sub-groups: 12 have musical training with beatboxing 
experience (S1), 12 have musical training but have no 
beatboxing experience (S2), and 12 non-musicians (S3). All 
members are within age of 18-45 and evenly distributed in the 3 
sub-groups. Six iPod Touch (5th generation) were used. These 
iOS devices were installed with iOS 6.0, Apple 1GHz dual core 
A5 CPU, with speaker frequency response of 20Hz to 
20000Hz. FG members were invited to perform the test each in 
a separate and quiet room. They were required to use the app 
with mouth-to-microphone distance of 15-18 cm.  
 In the first test we investigated on the effectiveness of 
learning beatboxing using the 3 features. Each member had 20 
seconds to try out the free mode, then 40 seconds for the note-
training mode, followed by 40 seconds for the phrase-training 
mode. Some members used the original app and some members 
used the app with several visual clues missing. After the trial, 
their performances were compared and recorded. We used the 
root mean square value to measure the volume difference, and 
the harmonic-amplitude error metric to measure the formant 
and spectrogram difference:  

(1) 
with K harmonics, amplitude A, and an arbitrary exponent a 
equal to 0.6 which is proven to be optimal by Horner [14].  
 The result of the test is as shown in Table 1. It is found that 
all the three sub-groups, S1 (musicians with beatboxing 
experience), S2 (musicians without beatboxing experience) and 
S3 (non-musicians) members performed better with the visual 
clue, implying the effectiveness of this tool in supporting the 
beatboxing learning. The volume contour greatly improved 
S3’s performance, while the formant was not very helpful for 
S3. We believe that the volume is the most understandable 
information for non-musician, while formant is very difficult 
for them to understand. On the other hand, all the three features 
helped S1 and S2 to perform better. The volume contour helped 
S1 and S2 to a small degree, while the formant and spectrogram 
helped them a lot. We believe that human with music training 
can already judge the volume contour by ear without looking at 
the visual clue. However, the formant and spectrogram 

information may not be easily identifiable by musician’s ear in 
real-time. Musician can quickly understand the frequency 
domain information in the visual clue, which is helpful for them 
to adjust their beatboxing sound quality. There is no big 
difference among the standard deviation data; hence members 
in the same sub-group performed similarly under different 
settings.  
Table 1. Test 1 results, effectiveness of the features. 

 
 In the second to fifth tests, members were invited to work on 
the note-training mode for 1 minute. Before each test, they 
could optionally practice with the free mode for any duration. 
 In the second test we investigated the effectiveness of user 
interface representations. We compared different number of 
formants and spectral lines. Result of the test is as shown in 
Table 2. The result of test 1 using the original app is also 
included in the second line of Table 2. Since music concept and 
principle are universal among different instrument players, it is 
not surprising to find that S1 and S2 performed similarly, and 
both S1/S2 performed better than S3. It is found that using the 
average formant value did not improve the performance 
compared with using the real value. We believe that the real 
value contour of formant contains useful information that is lost 
in the average value. For example, according to FG members’ 
feedback, the first formant’s real value contour is related to the 
force that they should apply in the throat. We found that the 
members performed better with less spectral line and less 
formant. FG members commented that it is difficult to read 
more than 2 spectral lines and 2 formants at the same time. 
They seldom read the 3rd or more spectral lines or formants. 
These extra lines usually complicate the information and the 
members eventually get lost. There is also no big difference 
among standard deviation of different settings. 

Table 2. Test 2 results, effectiveness of choosing different 
number of features. 

 
 In the third test, we compared different reinforcement 
representations. We compared four types of reinforcement 
feedback messages: the original formant and volume line; the 
line with deviated portion shaded; the deviation percentage; and 
just a right (error metric <= 0.2) or wrong (error metric > 0.2) 
message. We chose an error metric of 0.2 as the threshold, 
since Horner has proven that an error metric of 0.1 is almost 
indistinguishable by ear, where an error metric of 0.3 starts to 
be distinguishable [14]. Hence we take a loose middle point to 
allow room for acceptable error in beatboxing. Result of the test 
is as shown in Table 3. It is found that S1’s and S2’s responses 
are very different from S3’s. S3 performed better with just a 
right or wrong feedback, while S1 and S2 performed better with 
the deviated portion shaded. We believe that S3 preferred the 
simplest information that they can understand, while S1 and S2 
were looking for more detailed feedback message. According to 
S1 and S2 member’s feedback, the shaded portion clearly 
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instructed them to tune the formant either up or down, and 
either by a large or small scale.  

Table 3. Test 3 results, effectiveness of various 
reinforcement representation 

 
 In the fourth test, we compared different reinforcement 
schedule. We chose the deviated percentage of the features and 
right or wrong feedback as reinforcement message, since the 
deviated portion cannot be used in scheduling and must be 
presented in real-time. We displayed the message on the top of 
the smartphone screen. We worked on the variable ratio (per 
note), variable time (per time), fixed ratio, fixed time, and we 
tried different rate for the fixed schedule. Result of the test is as 
shown in Table 4. It is found that there is no significant 
advantage for S1 and S2, which match the result in test 3. The 
fixed ratio schedule improved the performance of S3. 
According the S3 member’s comment, only the fixed ratio 
schedule gave feedback in regular basis under their expectation. 
It shows that S3 user count the time with note interval instead 
of seconds during the test.  
Table 4. Test 4 results, reinforcement schedule. 

 
 In the last test, we compared between positive and negative 
reinforcement. For the positive reinforcement, we emphasized 
the correct answer (error metric <= 0.2) with large, bold and 
highlighted text. We do the reverse for negative reinforcement. 
Result of the test is as shown in Table 5. The result shows that 
there is almost no difference between positive and negative 
reinforcement learning. We can also conclude that there is a 
little advantage in the positive reinforcement learning approach. 
We believe that human prefers encouragement instead of 
punishment in art learning. 
Table 5. Test 5 results, reinforcement learning. 

 
 Here are some further discussions about the five tests. Visual 
reinforcement is helpful for user to improve the beatboxing 
learning process as shown in test 1. The visual clue reduced the 
error rates of all kinds of participants. Simplified reinforcement 
performs better than detailed reinforcement in general as shown 
in test 2. Different people have different need for the degree of 
information simplification, which is demonstrated by the result 
of S1, S2 and S3 in the five tests. Non-musician prefers very 
simple message such as yes/no or right/wrong, which are 

scheduled regularly in message interval. Trained musician 
prefers real-time and simplified information extracted from the 
frequency domain, which provide them with extra information 
that is not easy to be identified by ear in real-time.  

4. Future Work  
This work is an early prototype and hence the UI is just 
functional and experimental. We will revise the UI in terms of 
usability and aesthetics and publish on the app store. The next 
work will be designed in a structured way that takes account of 
the user experience. This will be done by gathering feedback 
from user reviews as inspired by a similar work of Erkut [15].  
We will work with psychologists to further investigate the ways 
to integrate the reinforcement learning aspect into the user 
interaction. We also expect to further develop this app into 
other music learning tool or speech learning tool, especially for 
the disabled people to learn and understand speech and music. 
We will work on female beatboxing in the future version. We 
will combine the 3 features more closely so that they can be 
more unified and hence easier to read in real-time. The new UI 
design might be in 3D.  
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