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ABSTRACT

Sonic Structures is a multi-user mixed reality experiment
that explores the relationship between visual form and sound
and music creation through the lens of 4E (embodied, en-
active, embedded and extended) cognition. By extending a
custom platform allowing large scale mixed reality experi-
ences for up to 20 users with real-time audio processing and
generative 3D graphics, Sonic Structures provides a sand-
box environment for the real-time transformation of sound
and music into persistent visual structures. Described here
is the conceptual and architectural design of the project and
the results of a workshop exploring the musical, educational
and artistic potential of the system.
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CCS Concepts

eApplied computing — Sound and music computing; Per-
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1. INTRODUCTION

Cybernetic artist Nicolas Schoffer proposed a synaesthetic
mode of expression in which sonic and visual structures co-
exist symbiotically, transcending their individual spatiotem-
poral constraints [18]. When sound or music is manifest vi-
sually and with concrete shape and form, Schoffer argued, it
is given a tangible persistence that sets it free from the roar
of time. In this paper, we discuss how large-scale multi-user
mixed reality can be used to realise Schoffer’s vision. We
propose a system for real-time composition of audiovisual
structures - transformations of sound and music into 3D
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forms and structures that can be viewed and explored im-
mersively. The proposed concept approaches the creation
of these sonic structures through the lens of 4/E cognition.
In particular, we describe a system that enables and en-
courages collaborative, performative experiences in which
people create, view and explore virtual worlds through col-
lective sound-making. To do this, we construct a software
architecture supporting co-located large-scale mixed reality
with head-mounted displays, coupled with methods for real-
time analysis of sound and music and real-time generative
graphics. This paper provides an overview of our motivation
and conceptual framework, design process and the resulting
technical architecture.

In the terminology of this paper, the terms music and
sound are used interchangeably in the broadest possible
sense, to refer to the full spectrum of musical and tonal
possibilities, whether improvised or composed, harmonic,
rhythmic or otherwise. We also use the term ”sonic struc-
ture” as shorthand for the transformation of sound into per-
sistent 3D visual forms.

2. RELATED WORK

2.1 Visual Structure from Sound

Visual structures that correspond in some way to music
and sound can be found in a variety contexts, from musical
notation [19] and compositional aids, to analytical and ped-
agogical tools. As a form or method of artistic expression,
the transformation of sound into visual form has a history
encompassing painting, film, video and dance [1].

The use of computers to programmatically transform sound
into visual form can be traced to the beginning of computer
graphics, and today is a staple of electronic music perfor-
mances. Here, however, we are specifically interested in
real-time transformations into 3D structures in a 3D virtual
world (compare Figure 1). Precedents here can be found in
the works of Lintermann and Shaw (Utopia Triumphans,
2002), Rokeby (Surface Tension 2009, Quaver 2010) and
throughout the demo-scene. Use of real-time transforma-
tions in live performances have been demonstrated in recent
years by artists Quayola and Tobias Gremmler or presented
within the Ars Electronica DeepSpace theatre.

2.2 4E Cognition

The view of 4E cognition views cognition as fundamentally
embodied, enactive, embedded and extended, and that it can
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Figure 2: Sketches and Prototypes generated during the ideation workshop

only be understood by incorporating our bodies, actions and
environmental interactions into the picture [14].

Visual art that emphasises a 4E mode of engagement has
a rich history. Site-specific work is embedded, by nature
[6]. Interactivity implies enaction, and while active partici-
pation has a history in theatre and music, it is a hallmark of
computer-based media arts. And with the advent of virtual
reality and motion sensors like Microsoft Kinect, embodi-
ment has become a central feature of many recent media art.
Cognitive extension, in which the cognitive processes of the
viewer can only be understood as a dynamic coupling be-
tween things in the world and mental processes, could more
or less be offered as a definition of art. These four traits
abound in art, and as examples we offer the site-specific
video walks of Janet Cardiff and George Bures Miller, the
virtual reality of Char Davies, the interactive and immer-
sive cinematic experiments of Jeffrey Shaw and the highly
enactive and embodied works of David Rokeby or Stelarc.
More generally, an ecological theory of aesthetics, in which
the 4Es play primal roles is well formulated in [2].

3. CONCEPTUAL FRAMEWORK

We adopt, that musical behaviour is fundamentally embod-
ied, enactive, embedded and extended, and so 4E cognition
is an ideal framework to analyse the possibilities of the cre-
ation and viewing of sonic structures. The view that, an
embodied sensorimotor engagement is essential to both the
production and perception of music has found increasing

theoretical and empirical grounding over the last decades
[10] [9] [11]. The enactive approach to shared musical ex-
perience offers insight into the interpersonal dynamics of
musical collaboration [8, 23]. The expertise of musicians
in collective music-making is derived from the dynamic re-
lationships between the patterns of perception and action
that define the sonic environments [15, 16].

e FEmbodied implies that sonic structures require a cor-
poreal engagement and relationship. They must have
a physical presence and phenomenal realness [12], with
a sense of persistence and continuity. They must pro-
vide affordances, presenting opportunities for physical
engagement, such as pathways, openings, enclosures
or supports, barriers or obstacles.

e FEmbedded describes a situated creative act influenced
by the physical and social environment in which it
is performed. As such, sonic structures, despite be-
ing virtual, must be embedded within the real world
in a perceptually coherent and unified manner. Fur-
ther, they must be responsive to their environment,
respecting the spatial, and structural constraints and
opportunities it affords.

e Fxtended implies a creative act that extends the mind
to the outside involving instruments, objects, sound
and most importantly other performers. To use the
system is to couple oneself with a dynamic system
strongly.



e [Enactive implies a continuous chain of causality be-
tween performer, sound, virtual structures, audience
and environment. Users being the system’s engines,
drive the system’s behaviour.

3.1 Ideation Workshop

To explore the design space of sonic structures, a 2-week
workshop (Figure 3) in collaboration with a renowned com-
poser, Esmeralda Conde Ruiz was conducted. The focus
was to explore how concepts related to emergence, com-
plexity and realtime systems are related to sound and mu-
sic. Participants were provided with a prototype imple-
mentation of our Unity-based software and were encour-
aged to explore the concepts that emerge when trying to use
sounds/voices as interfaces to sculpt virtual worlds. During
the collective music listening and reflection sessions, several
concepts related to generation, emergence and dynamic cou-
pling arose. Collaborative music-making sessions guided by
the co-organiser of the workshop provided valuable insights
into the collective correspondence that occurs when a large
number of people are trying to improvise together. Partici-
pants generated sketches either on paper or as rapid proto-
types in Unity (see Figure 2). The workshop ensured eth-
ical participation through adherence to the recommended
XR safety guidelines.

Figure 3: Workshop participants collaborating in the mixed
reality system

3.2 System Properties

Here we specify some desirable properties of the system de-
rived from the insights of the workshop:

e Sound to structure. The system should respond to
sounds made by the voice, the body, digital or acoustic
musical instruments or any other objects, and not be
restricted to digital or MIDI devices.

e Immersive. The structures are to be created and ex-
perienced in large-scale mixed realty, embedded seam-
lessly in the real world (See Figure 4). These struc-
tures are to be rendered with as much perceptual re-
alness as possible, such that they are experienced as
if they were physically real and present.

e Collaborative. The world can be shared by many peo-
ple simultaneously, allowing collaboration and group
behaviour. In particular, we seek modes of interac-
tion that encourage emergent collaborative musicality
- spontaneous cooperation between users.

e Persistent. The visual structures must persist in time
and space, and the virtual world can be progressively
constructed over time. When music stops, the virtual
world must remain, such that it can be explored. This
invites a accumulative, constructive approach to mu-
sical and visual composition, in which the present is
always contraposed against the past.

e Causal relationships. The causal relationships between
sound and resulting structures must be unfailingly
perceptible. This is not to say that they must be sim-
ple or easily understood, but the user must directly
perceive themselves as the cause of events, demand-
ing visual feedback with low latency.

3.3 Emergent Behaviours

Here we outline a handful of possible engagements that the
system could be used for.

3.3.1 Musically driven creation

The visual domain is treated purely as a product of the
music making process, an epiphenomenon having no causal
role in the music making process. For example, when the
music composition is entirely fixed, or even pre-recorded.
It would also be the case when the musicians themselves
are not in mixed reality and don’t have access to the vi-
sual forms while making music. While an audience may see
and explore the visual forms during or even after the per-
formance, the musicians are oblivious to the forms they are
creating.

3.3.2  Visually driven creation

On the other end of the spectrum is the generation and
improvisation of arbitrary sounds to achieve desired visual
forms. At the most extreme, no concern is given to the sonic
composition, sounds are seen purely as a means of sculpting
space.

3.3.3  Synaesthetic creation

In between these two extremes lies the fertile area of synaes-
thetic sculpting, in which the artist-musician simultaneously
attends to both the musical and visual forms. Here we an-
ticipate rich emergent behaviours, in which tightly coupled
dynamics between musical and visual structures emerge. In-
deed, mappings between sound and form can be considered
potent when they yield emergent structures in both vision
and sound. In particular, we seek mappings that encourage
self-organisation between participants, or in other words,
mappings that encourage the emergence of musical struc-
tures. For example, harmony or synchrony between two or
more users can result in more prominent visual structures,
creating feedback loops that can evolve noise towards music.
In such loops, cause and effect between sound and vision is
circular.

3.3.4 Music Skill Acquisition & Pedagogy

Joint music behaviour such as synchronisation and imita-
tion can be visualised as shown in Figure 5. Users can
synchronise in musical features pitch or phoneme to jointly
sculpt a structure. Music learners can also try to imitate
an expert to generate similar structures. Users can also
take turns in sculpting of the structures facilitating in the
learning of collaborative music behavior.
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Figure 4: Users can use variations of particles, geometric forms and patterns to create virtual worlds that persists and can
be actively explored. Sonic structures several limitless possibilities for audiovisual expression and it is up to the musicians to
explore and experiment with different structures to create unique performances.

Figure 5: Musicians can use their voice or instruments to create sonic structures that correspond to their musical behaviour.
The images show a few artistic renders of how sonic structures could be like.

Some other applications that we envision for sonic struc-
tures are active music interventions in therapeutic settings
like in [17]. In Addition, we provide a phoneme detection
module that can also be used as a visual tool to improve
phonological awareness. In addition, we can also envision
including elements of gamification to aid musical behaviour.

3.4 Discussion

While the basic premise of audiovisual structures is easily
grasped, conceptual complexity very quickly arises when we
begin to consider exactly how sound might be rendered vi-
sual, and how these transformations might be set in motion,
and for what purpose, especially since there is a wide range
of cross-modal mappings are possible [21]. Syntactic ap-
proaches are using the underlying structure, i.e. categoris-
ing visual forms according to their mathematical properties
[24]. Semantic approaches are using cross-modal percep-
tual links between shape and sound, such as the bouba/kiki
effect [7], sensory translation [21], or analysing the mental
model [5, 4]. These include music to color [22], auditive and
visual harmony [20], and roughness perception [3]. Prag-

matic approaches were especially encountered as mediator,
for instance by using a mood based mapping like the valance
and arousal model [13].

In audiovisual performances, artists retain creative con-
trol of these mappings. Therefore we propose an architec-
ture (Figure 6) that is flexible enough to accommodate the
vast array of mapping possibilities

4. CONCLUSION

Sonic Structures is a visual sonic art experiment that aims
to investigate the relationship between form and music with
the 4E cognition. By leveraging cutting-edge technologies
in multi-user mixed reality and real-time audio processing,
the project aims to explore the musical, educational, and
artistic potential of this unique approach. As the project
continues to evolve and develop, we look forward to seeing
the results of future experiments and artistic collaborations.
A first step towards affective implementation has been done,
but it needs to be extended and evaluated in cooperation
with experts and in the public domain.
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Figure 6: The proposed architecture for Sonic structure leverages multi-user mixed reality using Meta Quest devices in Unity.
It allows co-located users to see each other and interact with shared sonic environments. A central workstation manages the
experience, capturing audio, performing analysis and it across users.
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