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Abstract
Head-mounted augmented reality (AR) computers present the
opportunity to develop new musical interfaces that would be
impossible to build physically or with conventional computing
devices. Unfortunately, typical computer music tools have not
been easy to apply within AR development tool chains. Integrat-
ing standard computer music tools in AR development would
allow more rapid prototyping of new instrument ideas and trans-
fer of knowledge from experienced computer musicians. The goal
of this paper is to demonstrate that AR digital musical instru-
ments can be developed using libpd, the library version of the
standard computer music environment Pure Data. We present
a case study of an AR instrument developed for the Meta Quest
2 integrating libpd in the AR development tool-chain for the in-
teractive audio components. The iterative development process
was tracked through autoethnographic reflections and analysed
with thematic analysis. We found that Pure Data was an effective
way to develop audio interactions on the Quest 2 and that the
hand tracking on this platform was capable of complex gestural
interactions. This work could enable a broader community of
computer musicians to explore AR NIME development, taking
advantage of the unique affordances of this medium.
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1 Introduction
Virtual and augmented reality devices unlock the capability to
pass the limitations of the real world and create new forms of
expression [10]. Augmented reality (AR) musical instruments
can blend real-world elements with virtual ones. This allows
performers to integrate their musical setup with any environ-
ment without removing themselves from their audience, while
also removing the physical barriers associated with real-world
instruments, as demonstrated by current AR instruments [15].

Present exploration of these instruments for musical appli-
cations is limited. Devices such as the Microsoft HoloLens [15]
being expensive and the open-source Project North Star headset
are complicated to construct [3]. Less expensive consumer-grade
VR devices now support AR and hand-tracking through cam-
eras [1]. It may be that more affordable devices can remove many
of the barriers associated with AR musical instruments leading
to a wider variety of DMI designs and artistic explorations.

This paper describes a case-study DMI for a more affordable
self-contained VR headset, the Meta Quest 2. The goal of the
research is to demonstrate the feasibility of this process and to
study the capability of the hardware and development workflow
in terms of creating an effective audio experience with free-hand
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Figure 1: Luna, an AR musical instrument created using
Unity and Pure Data running on a Meta Quest 2. This in-
strument uses free-hand interaction to generate objects
representing continuous synthesis processes.

gestural interaction. Our AR instrument, Luna, shown in Figure
1, uses libpd for audio processing (on the Meta Quest device),
uses hand-tracking for free-hand interaction with virtual objects
in real space. Luna was evaluated through an autoethnographic
iterative design process. This involved the development of a
proof of concept to demonstrate libpd [6] on the Meta Quest
2 hardware and set of three prototypes. Each prototype was
tested with a 5 minute solo performance, followed by a reflection
over each instrument’s performance which were analysed with
thematic analysis. We found that the Meta Quest 2’s operating
system, processing power and hand tracking is a viable solution
for a standalone AR instrument with complex free-hand gestural
interaction. Using libpd and Pure Data to create audio interactions
on this platform can enable wider explorations of AR NIME
designs.

2 Related Work
A variety of recent research has examined how virtual or aug-
mented reality can be applied to musical tasks such as providing
a concert experience [7], modular synthesis [14], laptop ensem-
ble performance [2], and creating “impossible instruments” [17].
Boem et al. recently explored the potential for musicians to
use networked AR/VR technologies for education, performance
and composition [4]. The possibilities of augmented reality in
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particular are articulated throught the concept of “Hyperreal-
Instruments” [17] that by incorporating real-world objects into
virtual instruments, can “defy our sense of audiovisual reality"
while satisfying our “haptic expectations" [17]. While many AR
and VR systems involve a tethered computer, newer standalone
AR or VR headsets can have advantages in movement freedom,
interaction and portability [12]. Standalone head-mounted AR
computers such as the HoloLens 1 and 2 have been used for
sonic interventions with sculptures [9] and free-hand musical
performance [16].

The tools required for creating a VR or AR musical instrument
vary depending on device. For tethered VR, the computer music
software can operate on a regular computer, e.g., The Hyperreal
Instruments use Max for audio with Unity for graphics with an
HTC Vive VR headset [17]. An AR instrument, “polaris’̃’ involves
a tethered Project North Star AR headset, Unity, and Pure Data
for audio [3]. For non-tethered head-mounted systems, workflow
choices have been limited by platform which is generally Arm ar-
chitecture with Windows on Arm, Android, or Apple’s Vision OS.
The HoloLens uses Windows on Arm and researchers have ap-
plied the Disunity Toolkit [13] with Unity to create self-contained
DMIs [15]. This approach was demonstrated to work practically,
it did not allow authoring audio interactions in standard soft-
ware such as Pure Data or Max. While Pure Data and libpd [6]
have been successfully applied in tethered VR arrangements [3],
they have not so far been demonstrated within self-contained
Android AR headsets. In this research, the Meta Quest 2, a rela-
tively affordable Arm Android based VR headset is the target for
development.

3 System Design
Following a proof-of-concept showing that libpd on the Meta
Quest was feasible, Luna was developed in three iterations. Each
iteration was explored through solo performance and reflection
to determine the direction of the next iteration.

3.1 Proof of Concept
We set an initial goal to create a proof of concept that would
demonstrate use of Pure Data to develop an audio interaction
locally on a Meta Quest 2 device. We had three goals for the proof
of concept: 1) display an empty project through the Meta Quest 2
display, 2) Allow the user to have basic head movement through-
out the scene, and 3) emit an audible 440hz tone using Pure
Data. Unity was selected as the game engine for development as
there was an existing project, LibPdIntegration, that promised
to allow Pd integration within a Unity project that had been
used in existing AR music projects [3]. Unfortunately, LibPdIn-
tegration did not support the Android platform and had been
abandoned. We forked the project, added additional binaries and
modifications to add support for the Unity projects on Android
platform allowing the criteria to be met on the Quest 2. Our fork
of LibPdIntegration with Android support is available online here:
https://github.com/Samson026/LibPdIntegrationForAndroid

3.2 Iteration 1
This iteration focused on implementing an initial patch and inter-
face design, shown in Figure 2. A simple sphere represented the
interface with a plain lit material and a simple trail particle effect.
The synthesis engine was a frequency modulation synthesizer
with modulation and index inputs. A pinch motion could be used
to grab and hold the sphere within the scene. While grabbing the

Figure 2: Iterations of Luna, top-to-bottom: 1, 2, 3. Iteration
1 introduced the free-hand interactive concept. Iteration
2 enabled multiple objects in the scene and refined the
visual design. Iteration 3 refined the mapping from gesture
to synth parameters and visual feedback.

sphere, the movement of the sphere changed the index of modula-
tion, while distance between the hands changed the modulation
amount. Iteration 1 also implemented a spatial audio effect, so
that audio appeared to be emitted directly from the sphere object.

3.3 Iteration 2
Iteration 2 focused on implementing support for multiple in-
stances of one Pd sound source, more appealing visual appear-
ance for the sphere and expanding user interaction. Our goal
was to allow multiple spheres with different audio sources to be
present around the user simultaneously. This required modifi-
cation of the Pd binary included within Luna and the included
wrapper within LibPdIntegration. A water-like material texture
was added to the sphere shown in Figure 2 including dripping
and trail particle effects. This iteration also expanded on how
users interact with the FM synthesizer’s base frequency, modu-
lation, and index. To address tracking issues found in iteration
1, iteration 2 allowed users to attach a sphere that will follow
midpoint between the user’s two palms. Users could alter the
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parameters by changing the distance, angle, and position of their
hands relative to a sphere.

3.4 Iteration 3
Iteration 3 was focused on improving and refining existing de-
signs. As precise manipulations were difficult without physical
controls, iteration 2 limited the range of possibilities allowing
more intentional inputs to the device. The limitation presented by
this change was offset by a much larger input stage. Remapping
the inputs for index, modulation and amplitude modulation to
distances from an origin on the x, y and z axis. This allowed Luna
to provide both minor sound adjustments as well as more diverse
outputs, as users could use their hands for small adjustments
and move around the environment to make more significant
impacts. This feature also encouraged moving around the en-
vironment to make significant sound changes, leading to more
engagement between digital elements and the real-world setting.
Visual feedback was added providing a better understanding of
how inputs were manipulating the sound. The scale and colour of
each sphere’s material was changed to dynamically respond with
the inputs given by the user. Finally, an ambient element to the
sound was added so that once a sphere was detached a triangle
wave envelope loops over each sphere changing its volume. This
led to a more interesting sound experience from each sphere
while a user is not interacting with it.

4 Results
The evaluation process in this project was autoethnographic [8]
first-person research. As the developer was also the primary user
of AR instrument, an autobiographical design process [11] was ap-
propriate, with both the development process and final software
outcome the subject of research. Each iteration of the software
was tested in solo improvisation in a lounge room. These per-
formances occurred throughout the development process were
around 5 minutes and were followed by a written reflection on
the experience. The data collected from these reflections was used
for two purposes. Each reflection was used to set the direction of
the next iteration as outlined in the section above. The data was
subsequently subject to a process of thematic analysis [5]. This
process led to three themes identified within the data discussed
in the following sections. These sections are written in the first
person from the perspective of the first author.

4.1 Interacting with Spatial Audio
The term clear sound quality was consistentlymentioned through-
out the reflection of each iteration. Each reflection stated that
the sound quality was clear with no noticeable audio artifacts
present throughout the performance. With iteration 1 running
on Pd’s single-instance mode and iteration 2 and 3 running in
multi-instance mode with no limit to the number of instances a
user could spawn into their environment, it can be inferred that
there is no noticeable impact of running Pd in multi-instance
mode on the Meta Quest 2 headset.

Another finding within both iteration 2 and 3’s reflections
were poor spatial audio quality and its impact on immersion.
Iteration 2 implemented support for Pd’s multi-instance features.
This allowed users to spawn and manipulate different spheres
throughout their environment. It was noted that the 3D audio
present on theQuest did improve the immersion of the experience.
While there were in some circumstances difficulties, I was able

to distinguish the spheres from one another and it heightened
the experience when walking around the environment.

4.2 Consistency and Free-hand Interaction
It was noted in the reflection of iteration 2 that a lack of visual
feedback to inputs made by the user took away from the impact
of smaller movements made through the interface. A lack of
visual feedback created doubt if inputs were registered correctly
by the device. This is highlighted on small inputs made by the
user. These inputs can be hard to recognise and may lead users to
rely on larger more exaggerated movements to obtain noticeable
feedback from the device. Iteration 3 would increase the scale of
the sphere andmaterial of a sphere based on the user’s spatial and
gestural inputs. This had a positive influence on the instrument
with iteration 3’s reflection stating that colour and scale changes
give a good visual feedback to the user on how their inputs are
influencing the sound. This highlights the importance of user
feedback for augmented reality instruments, and how providing
feedback to the user via a combination of different senses can
create a more intuitive form of interaction.

A takeaway of one of the limitations of the Meta Quest 2 was
the limitations in hand tracking. The design of the first iteration
involved grabbing and moving around a sphere by pinching fin-
gers. Reflection 1 states that the sphere is dropped from the hand
quite often, this was due to a loss in hand tracking. This note
influenced the design of iteration 2 and 3 to toggle a sphere to
follow the user’s movements. Reflection 2 states that sound con-
sistency was greatly improved and that attaching and detaching
the sphere apposed from grabbing it solved the disconnection
issue. This new approach introduced a new issue noted in reflec-
tion 2. It stated that the sphere teleports to 0,0,0 on loss of hand
tracking. While hand tracking is re-established almost immedi-
ately, a loss of tracking would sent the bones used in tracking to
the 0,0,0 position, sending unwanted inputs to the instrument.
Both reflection 2 and 3 mentioned the hand tracking interfering
with the instrument’s pose detection.

Reflection 2 noted that hand poses were not consistent im-
pacting the ability to interact with the instrument, so hand poses
were simplified in iteration 3. However, iteration 3’s pose usage
was still affected by the Quest 2’s hand tracking, with reflection
3 stating that tracking is not consistent and that pose detection
went off unprovoked. This described the tracking issues on the
Quest from two different angles. Both complex and simplified
hand poses were heavily impacted by errors in the Quest’s hand
tracking either through miss fires or user difficulties to trigger
poses. While a middle ground may exist, where neither of these
issues have a major impact on the experience, I believe that this
is unlikely. There was not a large difference between the original
and updated hand pose, therefore the line between complex and
simple may be too small for an optimal middle ground.

4.3 Real and Digital World Synthesis
An important element of AR applications is their ability to blend
real world and digital elements into a single environment. It is
evident through the reflections that the limitations of the Quest
2 have an impact on Luna’s ability to create a convincing en-
vironment which includes both of these elements. The Quest 2
provides a gray scale video see-though AR experience. It was
noted in reflection 1 that the gray scale background with the
default lit material created an interesting atmosphere. The lack
of colour and sounds produced from the instrument created a
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very alien experience. I believe this demonstrates that the gray
scale pass though did not take away from the immersion of the
instrument as a whole, but impacts the user’s interaction with
the outside world. This was further exaggerated in reflections
1 and 2 with improvements to the sphere’s material. While it is
noted that the improvements to the material had positive impacts
on the instruments immersion, as the sphere was more realis-
tic, I believe it brought more focus onto the spheres and away
from the user’s environment. While focus on the spheres within
the instrument are positive, it further divides the real world and
virtual elements within the scene.

With the changes to parameter control in iteration 3, values
were set by modifying the x, y and z axis of the sphere, improve-
ments to the real world and digital synthesis were noted. This
change required users to make larger movements throughout
the scene to have larger impacts on the instrument’s sound. I
found this encouraged me to walk around my environment and
place spheres in different corners of the room. This improved
the connection between the real and digital world. By creating a
need to interact with the real world around them, it was much
harder for users to become fully immersed in the digital world,
greatly improving Luna’s ability to blend both realities.

5 Conclusion
This research project has investigated the viability of an AR
musical instrument running on the Meta Quest 2 through an au-
toethnographic iterative design process. This project focused on
embedding Pd into Unity on the Quest 2 using the LibPdIntergra-
tion package, the aim being to investigate the viability of using
a widely available and affordable headset in conjunction with
a well known open-source audio library, to create a standalone
AR musical instrument. Examining reflections on the iterations
of our DMI design, we identified three themes, interacting with
spatial audio, consistency and free-hand interaction, and real and
digital world synthesis indicating successes in our design and
areas where improvements might be made.

Our project identified and demonstrated a software develop-
ment process for creating standalone AR musical instruments on
the Meta Quest 2 with Pure Data. This would allow rapid proto-
typing of future AR instruments for this platform. Our evaluation
made it clear that Pure Data was an appropriate an effective plat-
form for AR audio development leading to interesting and stable
sound experiences. The results suggested that the Quest 2’s hand
tracking can allow for complex gestural interactions; however,
tracking errors have an impact on the user’s experience. The free-
hand user interaction scheme was refined iteratively throughout
our development process demonstrating that effective free hand
controls are possible although careful development and testing
may be necessary.

Augmented reality musical instruments still appear to be
under-explored despite the many affordances of these platforms
and potential for creative applications. We have argued in this
work that this may be due to a lack of typical computer mu-
sic tools within this space. Our work has introduced a practical
workflow for integrating Pure Data computer music development
into the process of creating a Meta Quest 2 AR application. Our
evaluation confirmed the feasibility of this process and we iden-
tified themes that distill the concerns of a DMI developer and
performer using the platform. Our work could make DMI proto-
typing and development easier on AR platforms, contributing to
the potential for exploratory research in AR music performance.

6 Ethical Standards
This research was conducted within applicable ethical standards.
As autobiographical research involving only the authors, this
work did not require institutional review.
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