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Abstract
This paper explores the design and evaluation of an acoustic-
digital hybrid instrument that aims to address key criticisms of
Digital Musical Instruments (DMIs), particularly the separation
of control and sound generation. By integrating an interactable
physical string with coupled Finite Difference Schemes (FDS) for
physical modeling synthesis, the instrument creates a tactile and
responsive playing experience.
The instrument was evaluated through a mixed-methods ap-
proach, combining qualitative think-aloud protocols with the
Musician’s Perception of the Experiential Quality of Musical
Instruments Questionnaire (MPX-Q). Results indicate that the in-
strument fosters curiosity and creativity but highlights challenges
in achieving traditional acoustic playability, such as latency and
perceptual dissonance. These findings emphasize the potential
and limitations of acoustic-digital hybrids in reuniting control
and sound, offering valuable insights for future developments in
musical interface design.
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1 Introduction
Within New Interfaces for Musical Expression (NIME) research a
common research goal is to create expressive instruments [37].
However, many resulting Digital Musical Instruments (DMIs)
are based on the controller/generator paradigm, which separates
the instrument into two distinct components: one for controlling
sound and the other for generating it [10]. That approach is in
stark contrast to traditional acoustic instruments where "control"
and sound are inherently linked [22]. While this approach has
it’s merits, it bears the risk of transforming the intricate process
of designing an instrument into designing a user experience and
turning musicians into system operators [18].
This shift can diminish the embodied, tactile, and emergent qual-
ities of musical performance, where sound production and physi-
cal interaction are deeply intertwined. Musicians may find them-
selves managing parameters rather than engaging in a dynamic
relationship with the instrument. In response to this challenge,
the presented work investigates how acoustic-digital hybrid in-
struments can re-entangle control and sound generation, foster-
ing richer and more intuitive musical interactions.

1.1 Shortcomings of the Controller/Generator
Paradigm

Perry Cook highlights the need to “remutualize” the controller
and generator in DMIs, pointing to a lack of intimacy between
musician and instrument [10]. This critique has been further
elaborated in subsequent research, identifying several key short-
comings of current DMIs:

• Lack of passive haptic feedback: Unlike traditional
acoustic instruments, many DMIs fail to provide tactile
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feedback that naturally arises from the physical interaction
with an instrument [8, 10, 23].

• Absence of sonority and ’ergotic’ sounds [7]: In acous-
tic instruments, controlling actions, and sound produc-
tion are energetically linked, creating a direct and embod-
ied relationship between the performer and the resulting
sound. This energetic coupling is often missing in DMIs
[10, 17, 22].

• Discrete rather than continuous gesture mapping:
Musical gestures in DMIs are frequently treated as discrete
commands or control-rate signals rather than as contin-
uous, time-dependent functions, reducing the expressive
potential of performance [10, 37].

These critiques emphasize how the separation of controller and
generator can undermine intimacy in musical expression with a
DMI.

1.2 Acoustic-digital hybrid instruments
In response to some of the abovementioned critiques, Michon
et al. introduced the notion of acoustically driven hybrid instru-
ments [24]. These use audio-rate signals (sampled at 44.1 kHz and
above) capturing vibrations of acoustic objects such as strings
or plates to excite "virtual" elements. Here, the notion of virtual
usually refers to the usage of physical modeling synthesis. For
brevity, the term acoustic-digital hybrid will be used to refer to
this foundational concept.

1.2.1 Example instruments. There are plenty of examples show-
casing acoustic-digital hybrid instruments. To name a few:

• Building on their conceptual foundation, Michon et al.
introduced 3D-printed acoustic extensions that integrate
with smartphones to enable more cohesive interactions
with DMIs. Combined with physical models, these designs
integrated the sound generation with various physical
elements measurable with smartphones. An example is an
ocarina driven by blowing into the phone’s microphone
[24].

• Davison et al. presented a "Self-Sensing Haptic Actuator
for Tactile Interaction with Physical Modelling Synthe-
sis" [11]. The haptic device simultaneously senses user
input and provides haptic feedback using a single moving
coil transducer. This bi-directional approach drives and is
driven by physical modeling synthesis. They showcased
the example of two connected plates.

• The Kalichord [29] drives virtual resonators modeled us-
ing waveguides with an audio-rate signal generated from
a piezo microphone. While the authors classify it as an
electro-acoustic instrument, the notion of acoustically
driven hybrid instruments also fits.

• Lastly, the Strummi [19] is a string-based tabletop instru-
ment. Similarly to the Kalichord, piezo microphones pick
up the string’s vibration, which serves as the excitation
signal for a Karplus-Strong model.

These designs place the interaction with a physical model at
the center. Hybridization is approached through high-fidelity
synthesis, excited in real time by real-world signals. While this
is the approach followed in this project, it is not the only way to
address the shortcomings discussed in 1.1. Other notable methods
include:

• Feedback-based hybrid instruments: Some instruments
create a hybrid by closing a feedback loop between acous-
tic resonators and digital processing, using various sensing
and actuation techniques. The physical body serves as both
resonator and interaction surface, while digital systems
manage and sometimes deliberately destabilize the loop.
This creates complex, emergent behaviors. A prominent
example is the halldorophone [33], a cello-like instrument
used in numerous compositions.

• Actively controlled instruments: These instruments
digitally shape the vibrational behavior of acoustic ob-
jects. Feedback control can be used to dampen, sustain, or
otherwise modify specific vibrational modes, effectively
altering the instrument’s timbre in real time [4]. Such sys-
tems have also been applied as physical audio effects [3]
or for highly detailed control of wave propagation within
an instrument [14].

1.2.2 From the viewpoint of entanglement. The presented project
was developed in the context of NIME2025’s conference theme,
"entangled NIME"1. Viewed through this lens, acoustic-digital
hybrid instruments offer new possibilities for deepening the en-
tanglement between human performers and digital sound synthe-
sis through acoustic media. More broadly, they blur traditional
boundaries between what is considered acoustic or digital per-
formance, suggesting that these categories are no longer discrete
but increasingly intertwined. While purely acoustic or digital
instruments each have distinct merits, examples such as the hall-
dorophone demonstrate the rich creative potential that emerges
when these domains are meaningfully combined. Similarly, this
project explores how real-world physical interactions can be
tightly integrated with digital synthesis, encouraging a more
complex, reciprocal relationship between musician, digital in-
strument, and sound.

1.3 Addressing Controller/Generator
Shortcomings

Conceptually, acoustic-digital hybrid instruments have the po-
tential to address the shortcomings outlined in Section 1.1. By
incorporating an acoustic element that users physically interact
with, these instruments naturally provide passive haptic feed-
back. The missing energetic link between action and sound can
be mitigated by sensing the physical object at audio rates and
using the signal as an excitation signal of a physical model. Ad-
ditionally, this inherently enables a continuous interaction, over-
coming the issue of discrete gesture interpretation. This project
presents a case study of an acoustic-digital hybrid instrument
and evaluates how effectively such instruments can overcome
the controller/generator division.

2 Prototype implementation
This section details the design and creation of a prototypical
instrument implementing the conclusions drawn in the previous
section. Furthermore, insights gained through the continuous
reflection of the design decision are shared. While informal and
anecdotal, these design insights may guide future prototypical
designs. For a formal prototype evaluation refer to section 3.
The implementation process resulted in the creation of two arti-
facts:

1NIME2025 conference webpage: https://nime2025.org/
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Figure 2: Screenshot of Artifact 1: A GUI-based software
prototype.

(1) A software-only prototype (see figure 2) exploring the
sound space of finite difference schemes (FDSs) with vary-
ing physical parameters, model coupling configurations,
and parameters for the dynamic feedback algorithm.While
constricting to regular computer-based hardware and graph-
ical user interfaces (GUIs) favors the controller/generator
paradigm, it also allows quick iterations. This enabled a
deep exploration of the underlying sound space.

(2) The physical prototype of the final instrument is mainly
concernedwith the acoustic elements of this project. These
include experiments mainly on sensing and inducing vi-
brations in a string, as well as a robust construction that
can resist the stress caused by the string under tension.

The first artifact has been implemented as a VST plugin using
the JUCE framework2, whereas the final prototype uses the Bela
platform3. The most severe difference between both environ-
ments is Bela’s reduced amount of computing resources. As both
platforms can be used with the C++ programming language, mi-
grating code artifacts mainly involved replacing JUCE framework
features with standard C++ library functions.

2.1 Software components
The core components of the system are dynamic FDSs and a
mechanism to couple them flexibly [38, 39], the effort to compress
(ETC) algorithm as an implementation of complexity-controlled
feedback gain regularization [21], the Yin algorithm for funda-
mental frequency (F0) detection [12], and a phase vocoder for
pitch-shifting signals [28].

2.1.1 Physical Modeling. All instruments showcased in Section
1.2.1 use physical modeling synthesis for their virtual compo-
nents. Unlike synthesis techniques such as frequency modulation
(FM) synthesis, which focuses on modeling the perceived sound,
physical modeling simulates the behavior of vibrating objects,
often referred to as resonators. These models are derived from
mathematical formulations of real-world physical phenomena,
and their parameters—such as string stiffness or material proper-
ties—are grounded in physics [35]. This makes physical modeling

2JUCE homepage: https://juce.com/
3Bela homepage: https://bela.io/

Figure 3: Block diagram of the final system

a natural and logical choice for integration with the acoustic in-
put of the prototypical instrument.
Several approaches exist for implementing physical modeling.
Finite-Difference Time-Domain (FDTD) methods, for example,
are computationally intensive but offer greater flexibility in sim-
ulating complex systems [38]. In the development of the first
artifact, FDTDmethods could generate rich and promising sound-
scapes, as they enable precise control over how strongly different
resonators interact. This flexibility and the accuracy of the mod-
els ultimately justified their use over other, more computationally
efficient techniques.
Finite Difference Schemes (FDS) discretize both the spatial and
temporal domains of a continuous system described by a partial
differential equation (PDE). The spatial domain is represented as
a grid 𝑢 of finite points, where the system is modeled in discrete
intervals. Each grid point 𝑢𝑙𝑛 reflects the displacement at some
position 𝑙 and time 𝑛, with derivatives approximated through
differences between neighboring grid values [6]. To use FDSs in
real-time, the FDS needs to be resolved for 𝑢𝑙

𝑛+1 so that the next
state of each point can be calculated iteratively in dependence
on its own and its neighbor’s past and present state [39].
The grid size of a FDS is determined by the physical parameters to
ensure numerical stability. However, dynamically changing these
parameters requires the grid to adapt accordingly. To maintain
stability and minimize artifacts during such changes, Willem-
sen et al. proposed a method for smoothly adding or removing
grid points [38]. This is achieved by introducing a second virtual
grid at the boundaries of the "real" grid. The virtual grid enables
smooth interpolation of displacements between the two grids
while new grid points are incrementally added or removed.
The final system consists of two coupled FDSs, where the cou-
pling force in either direction can be configured by the user. In the
first artifact, each scheme was also coupled to itself, introducing
additional feedback paths that further enriched the interaction
dynamics. The models can be excited by any audio signal by
updating the displacement at a specified grid point to reflect the
sum of the current displacement and the incoming audio signal.
See figure 3 for an overview of the system setup.

2.1.2 Dynamic feedback gain control. The introduction of a feed-
back path within an instrument opens up a vast new sonic space,
offering numerous possibilities for creative sound design. Feed-
back can be highly rewarding and expressive when it enhances
the dynamics of a signal but becomes frustrating when it locks
into saturating feedback, reducing the agency of the musician. To
address this, Kiefer et al. proposed an algorithm to automatically

https://juce.com/
https://bela.io/


NIME ’25, June 24–27, 2025, Canberra, Australia Levin Schnabel and Dan Overholt

adjust feedback-contributing parameters based on the signal’s
complexity [21].
At the core of their approach is a complexity metric called Ef-
fort to Compress (ETC), designed to measure the dynamics of
the signal. A low ETC value indicates the presence of saturating
feedback, characterized by a dominant resonant frequency and
reduced signal variability. ETC is computed as the number of
iterations required to losslessly compress a sequence of symbols,
where symbols represent quantized features of the audio signal,
such as root mean square loudness (RMS). This process is based
on the Non-Sequential Recursive Pair Substitution algorithm,
which recursively replaces the most frequent pair of symbols
with a new symbol until the sequence becomes constant.
Using ETC, the feedback gain can be dynamically controlled such
that the gain is reduced when complexity drops, counteracting
the buildup of saturating positive feedback. Optional smooth-
ing and damping parameters in the gain control function allow
users to fine-tune the responsiveness and effects of the gain
management system, providing an intuitive way to maintain the
instrument’s expressiveness without directly manipulating the
feedback gain. Furthermore, this frees the musician from con-
stantly monitoring the feedback and leaves room to interact with
the feedback system in deeper ways.
The proposed algorithm was implemented in the software-only
prototypewhere each FDSwas coupled to itself in a unidirectional
manner. The force of this coupling was controlled using the gain
management system outlined earlier. Users could adjust key pa-
rameters, including the maximum feedback gain and a "chaos"
parameter, which reduced the dampening of the gain control
as its value increased. These parameters introduced intriguing
dynamic behaviors, enabling the creation of unique timbres that
were otherwise not achieved. Notably, the interaction between
two coupled FDSs, each with its own feedback path, allowed for
a wide range of combinations, resulting in a highly complex and
rich system.
While the algorithm was tested on the Bela platform, its recur-
sive nature imposed significant computational demands. Without
prior optimization, the algorithm could not be run in conjunction
with other processing tasks. Chris Kiefer later evaluated the com-
putational requirements of various complexity metrics and their
effectiveness in detecting saturating feedback [20]. Among the
alternatives, the random projection complexity metric presented
a less resource-intensive option compared to ETC, as it relies on
lossy compression. However, it requires more parameter tuning
and was ultimately not adopted for the second artifact due to
time constraints.

2.1.3 Yin algorithm for F0-detection. By tracking the fundamen-
tal frequency of the physical string signal, the parameters of
the FDS can be adjusted to resonate at this frequency. This al-
lows the perceived pitch of the FDS to be aligned with the pitch
of the input string signal. The YIN algorithm, developed by De
Cheveigné and Kawahara [12], is an autocorrelation-based sin-
gle F0 estimator. It has been chosen for its computational and
conceptual simplicity. This section describes the key steps of the
YIN algorithm as presented in their work.

Instead of relying on the autocorrelation function, YIN uses
the difference function (DF) to minimize errors, particularly those
caused by amplitude variations. The DF of a signal shifted by the

lag 𝜏 is defined as

𝑑𝑡 (𝜏) =
𝑊∑︁
𝑗=1

(𝑥 𝑗 − 𝑥 𝑗+𝜏 )2 (1)

where 𝑥𝑡 is assumed to be a periodic signal with the period 𝑇
and𝑊 is the length of the windowed signal.

The difference function is then normalized by its cumulative
mean to avoid errors at low lags and to provide stable results even
for pseudo-periodic signals, as described in the original paper:

𝑑′𝑡 (𝜏) =

1, if 𝜏 = 0

𝑑𝑡 (𝜏 )
1
𝜏

∑𝜏
𝑗=1 𝑑𝑡 ( 𝑗 )

, otherwise (2)

To mitigate subharmonic errors, a threshold value of 0.1 is
applied. The first candidate 𝜏 for which 𝑑′𝑡 (𝜏) falls below this
threshold is further refined by increasing 𝜏 until it is a local
minimum of 𝑑′𝑡 . The confidence of the period estimate is then
quantified by the following measure:

probability = 1 − 𝑑′𝑡 (𝜏) (3)

as smaller normalized differences between the original and shifted
signal indicate higher periodicity. Finally, the initial period es-
timate 𝜏 is refined using parabolic interpolation improving the
accuracy of the pitch detection.
This F0-tracking method can be further enhanced by differen-
tiating between slowly and rapidly varying F0 components. A
Kalman filter, as proposed by Christensen [9], could enable the
system to distinguish between sustained notes and dynamic ges-
tures such as vibratos and slides.

Latency is a critical factor in acoustic-digital instruments.
Since F0 tracking relies on the analysis of at least one full period,
it introduces an inherent latency that may impact the musical
intimacy of performance [31]. Although this latency could po-
tentially disrupt the sense of immediacy in musical interaction,
priority was given to the player’s ability to maintain tonal control
over the instrument’s output.
The final prototype uses a window with𝑊 = 512 samples, creat-
ing an inherent delay of 11.61 milliseconds. The algorithm can
theoretically track periods of 𝑓𝑚𝑖𝑛 = 44100

512 ≈ 86.13𝐻𝑧 assum-
ing a standard sampling frequency. For reference, the lowest
playable note on a guitar with standard tuning is about 83 Hz.
For higher accuracy, it is advised to choose a window size able
to accommodate two or more periods of the lowest F0 to detect.

2.1.4 Pitch shifting. In a traditional guitar, fret spacing follows
the principles of equal temperament tuning, where each semi-
tone corresponds to a fixed frequency ratio (𝑟 = 21/12). This
results in an exponential relationship between string length and
pitch, leading to progressively smaller fret spacing as the pitch
increases. By shifting the pitch of the physical input signal, the
dependency between the string’s perceived pitch and the FDS is
removed. With the FDS’s excitation signal arbitrarily adjustable,
this constraint is eliminated, allowing for equally spaced frets
while maintaining accurate pitch intervals.
To enable a fretboard with equally spaced frets, the tracked F0 (as
described in 2.1.3) is mapped to the corresponding semitone’s F0.
This requires an initial calibration step, where the fundamental
frequency 𝑓0𝐿0 is measured at a known string length 𝐿0. The
string length 𝐿 is assumed to be inversely proportional to the
measured frequency 𝑓0, expressed as:
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𝐿 ∝ 1
𝑓0
, or equivalently: 𝐿 = 𝐿0 ·

𝑓0𝐿0
𝑓0

. (4)

This formulation neglects the effects of tension but remains
sufficiently accurate for practical use. To address inaccuracies
caused by lower tension in the open string calibration (𝑓0𝐿0 ), a
fretted position, where tension is closer to typical playing con-
ditions, is selected as the calibration reference. Knowing 𝐿, a
semitone number can be calculated by:

𝑠𝑒𝑚𝑖𝑡𝑜𝑛𝑒 = 𝑠𝑒𝑚𝑖𝑡𝑜𝑛𝑒𝑚𝑎𝑥 − ((𝐿0 − 𝐿)/𝐿𝑠𝑡𝑒𝑝 ), (5)

where 𝑠𝑒𝑚𝑖𝑡𝑜𝑛𝑒𝑚𝑎𝑥 is highest possible semitone number and
𝐿𝑠𝑡𝑒𝑝 is the desired distance between semitones. Rounding this
value leads to quantized semitones. The final semitone is blended
with the rounded semitone to increase playability while keeping
keeping the pitch a continuous function of length for expressivity.
The frequency to transpose to can then be calculated by:

𝑓𝑛𝑒𝑤 = 𝑓𝑟𝑒 𝑓 ∗ 2𝑠𝑒𝑚𝑖𝑡𝑜𝑛𝑒/12 (6)

where 𝑓𝑟𝑒 𝑓 defines which frequency corresponds to the first semi-
tone.

The pitch-shifting algorithm is implemented using the phase
vocoder, as described by Mark Dolson [13]. Phase vocoder-based
effects typically involve an analysis stage, where the signal is
transformed into the frequency domain using the Short-Time
Fourier Transform (STFT) applied to overlapping windows. Sig-
nal manipulations are performed in the frequency domain by
modifying the amplitude and phase of the spectral components.
In the synthesis stage, the time-domain signal is reconstructed via
the inverse Fourier transform and the overlap-add (OLA) method,
ensuring continuity between overlapping windows [28].
In the analysis stage, each overlapping window is transformed
into the frequency domain using the Fourier transform. The
phase information of each spectral bin is tracked over succes-
sive analysis frames, allowing the instantaneous frequency to be
computed as:

Δ𝜙 (𝑘, 𝑛) = 𝜙 (𝑘, 𝑛) − 𝜙 (𝑘, 𝑛 − 1) − 2𝜋𝑘
ℎ𝑎

𝑁
(7)

where 𝜙 (𝑘, 𝑛) is the phase of bin 𝑘 in frame 𝑛, 𝑁 is the FFT size,
and ℎ𝑎 is the analysis hop-size.
To pitch shift the input signal by a factor 𝑅, the synthesis hop
size ℎ𝑠 is set to equal 𝑅 ∗ ℎ𝑎 . The phase increments are adjusted
proportionally so that

𝜙syn (𝑘,𝑚) = 𝜙syn (𝑘,𝑚 − 1) + Δ𝜙 (𝑘, 𝑛) · ℎ𝑠
ℎ𝑎

(8)

After phase and amplitude adjustments, the signal is reconstructed
in the time domain using the inverse Fourier transform. Overlap-
ping frames are combined using the overlap-add method. Finally,
linear interpolation is applied to ensure that the output matches
the original signal duration, effectively compressing or stretching
the time-scaled output to achieve the pitch shift.

2.2 Hardware
The instrument’s hardware primarily consists of an interactable
string, an electromagnetic pickup, and traditional control ele-
ments such as potentiometers. The enclosure was laser-cut and
reinforced with a plywood base positioned beneath the string to
enhance structural integrity. The electromagnetic pickup coil is
housed within a 3D-printed enclosure for mounting.

2.2.1 Sensing and actuating the string. Similar to an electric gui-
tar, the string’s vibrations can be detected using conventional
guitar pickups or a coil with a 1.9𝑘Ω impedance and a metal
core with an attached magnet. They are compatible with the Bela
platform’s audio input without any additional amplification.
Conversely, string actuation can be achieved by applying an elec-
tromagnetic field modulated by an audio signal. This technique
has been studied and refined in prior research [2, 5], embraced by
the DIY community4, and implemented in commercial products
such as the E-bow5 [16].
To explore string actuation on the physical instrument, multiple
experiments were conducted using a setup similar to that em-
ployed for signal pickup. However, the actuation setup utilized a
15Ω impedance coil from a 12V direct current relay. The input
signal was amplified via a 12V audio amplifier circuit and sent
to the output coil, forming a feedback loop through the string.
While the system successfully induced vibrations in the open
string, it failed to do so when the string was fretted. This behavior
may align with the observations discussed in Section 2.1.4, where
the imperfect construction caused a significant increase in string
tension when fretted.
An informal yet critical learning from these experiments is that
acoustic-digital hybrid instruments demand precise construc-
tion of all acoustic elements. In this case, the short string length
limited sustain, impeding the output coil to maintain vibration
effectively.

3 Evaluation
Evaluating an instrument designed to blur the boundaries be-
tween controller and generator requires a holistic approach. Tra-
ditional human-computer interaction (HCI) evaluation methods,
such as task-based approaches that emphasize controllability
[36], appear inadequate in this context [1]. However, evaluating
the instrument as a whole provides only a case study with limited
generalizability. Additionally, assessing musical intimacy poses
a challenge, as experiment participants often have insufficient
time to develop a meaningful relationship with a novel instru-
ment. This approach risks disregarding the evolving interaction
between musician and instrument [27].
To address these challenges, this evaluation focuses on specific
aspects of the instrument, aiming to produce more generalizable
insights into the creation of remutualized instruments through
acoustic-digital hybrids.

3.1 Methodology
The experiment employed a mixed-methods approach to evalu-
ate the instrument. First, participants were asked to think aloud
during their initial interaction with the instrument prototype.
Beyond the initial calibration described in Section 2.1.4, no prior
demonstration or instructions were provided on how to use the
instrument. This qualitative approach aimed to capture partic-
ipants’ first impressions and intuitions, assessing the ability of
acoustic-digital instruments to be intuitively understood and
used in diverse ways to produce sound. While think-aloud proto-
cols are sometimes criticized for interfering with musical tasks
due to the cognitive demands of verbalization, they provide un-
filtered insights into participants’ initial thoughts and reactions
[32].

4Open hardware DIY sustainer (accessed 14.12.2024): https://bitbucket.org/
metalmarshmallow/mm-diy-sustainer/src/main/
5The E-bow, a commercial sustainer (accessed 14.12.2024): https://www.ebow.com/

https://bitbucket.org/metalmarshmallow/mm-diy-sustainer/src/main/
https://bitbucket.org/metalmarshmallow/mm-diy-sustainer/src/main/
https://www.ebow.com/
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Participants were given up to 10 minutes to explore the instru-
ment, with the option to stop earlier if desired. This limited
timeframe was intentionally chosen, reflecting the instrument’s
early development stage and the expectation that participants
would not be able to acquire significant skill within a single ses-
sion. Rather than aiming to assess expressive mastery, the focus
was placed on first impressions and discoverability. The actual
time spent engaging with the instrument was recorded as an
additional indicator of intuitive accessibility. During exploration,
the researcher observed participants’ behavior and recorded their
verbalizations (with prior consent) to capture all nuances for later
thematic analysis.
Secondly, Gian-Marco Schmid’s Musician’s Perception of the Ex-
periential Quality of Musical Instruments Questionnaire (MPX-Q)
[30] was used as a quantitative evaluation method. This psycho-
metrically validated questionnaire explores three dimensions:

• Experienced Freedom and Possibilities,
• Perceived Control and Comfort, and
• Perceived Stability, Sound Quality, and Aesthetics.

The MPX-Q facilitates comparison with other instruments pursu-
ing similar design goals while offering a structured and compre-
hensive exploration of hybrid acoustic-digital instruments from
a musician’s perspective.
Before completing the questionnaire on a prepared computer via
the Internet, participants were asked to engage musically with
the instrument. The definition of “musical” was intentionally
left open to encourage participants to explore the instrument
without being nudged toward specific features. However, for less
musically trained participants, blue markings on the fretboard
corresponding to the C Phrygian scale were provided as a guide.
Participants were instructed to include an introduction and an
outro in their improvisation, offering minimal constraints while
ensuring a basic structure to their musical exploration. The state-
ments from the MPX-Q were rated on a 7-point Likert scale.

3.2 Participants
Participants were recruited from the Sound and Music Master’s
program at Aalborg University. Although the instrument is not
explicitly designed for students from audio-related fields, this
participant pool offered advantages: prior experience with novel
musical interactions, familiarity with NIME concepts, and the
ability to articulate experiences critically. However, this relatively
homogeneous group could also introduce shared biases and as-
sumptions about DMIs, likley limiting the generalizability of the
findings. Future studies would benefit from targeting more di-
verse groups, including non-specialist musicians or performers
outside academic settings, to better align evaluation contexts
with real-world usage.

4 Results
In total, eight students participated in the experiment, aged be-
tween 23 and 34 years. All but one participant played an instru-
ment recreationally, with 50% having semi-professional experi-
ence. Only one participant played a stringed instrument. The
average initial time spent with the instrument was 8.5 minutes.

4.1 Discoverability and Intuition
Statements from the think-aloud protocol include quotes related
to technical difficulties, confusion, and the ease or difficulty of
understanding the instrument’s functionality. Seven participants

Figure 4: Average score and standard deviation per fac-
tor defined in MPX-Q. Each factor contains multiple cate-
gories.

Figure 5: Average score and standard deviation per category
defined in MPX-Q. Each category contains one or more
questions

expressed confusion about the effect of certain dials and a lack
of control, with statements like, "I have no clue what things are
doing." This confusion extended to retrospective reflections on
previous sound outcomes.
An aspect of exploration and discoverability was present as well.
Although participants struggled to explain musical outcomes,
they frequently expressed positive surprise: "Wow, I think I found
something", "this is interesting", or "I don’t know what’s happen-
ing, but I like it".
This theme is reflected in the survey outcomes as well. The par-
ticipants’ difficulty in understanding the instrument’s controls
aligns with a lower average rating for the factor "Perceived con-
trol and comfort" (4.4), indicating challenges in achieving preci-
sion (see figure 4). The theme of a positive surprise in exploration
is supported by the relatively high rating for Explorability (5.8),
suggesting the instrument fosters curiosity despite initial confu-
sion (see figure 5).

4.2 Interaction with the string
Many statements related to the string, its interaction with the in-
strument, and responsiveness. Participants approached the string
differently from the traditional controls, often experimenting
with plucking and fretting techniques rather than focusing on
parameter adjustments.
Tactility was recurring in statements like, "I don’t know if the



Acoustic-digital hybrid synthesizer NIME ’25, June 24–27, 2025, Canberra, Australia

pitch difference is because of where I’m pressing on the string or
if it’s the way that I’m plucking it," and "I’m trying different pick-
ing positions." Participants attributed unexpected sounds more
to their interaction with the string than to parameter setups.
The ratings for the categories expressiveness (5.0), challenge (4.6),
and engagement (4.5) are surprisingly low when compared to
the other ratings. Given the participant’s statements regarding
trying out various interaction techniques with the string, higher
values of expressiveness and engagement were expected. These
lower ratings could stem from participants’ unfamiliarity with
stringed instruments, limiting their ability to engage expressively
with the string. Furthermore, a higher value of challenge was
expected. Possibly, the participants felt too little impact on the
sound when playing the string with various techniques. Hence,
lacking challenges when trying to master a specific sound out-
come.

4.3 Aesthetic reactions
Aesthetic reactions include emotional or descriptive responses
to the sounds produced by the instrument. The transcript con-
tains many metaphorical descriptions of the sound. It has been
described as "balls rolling in a steel pan", "water glass bell sound",
or generally "pretty". Also the notion of the instrument being "on
the edge" has been expressed by two participants. These reactions
are also reflected in the category ratings of "Sound Quality" (5.5)
and "Aesthetics" (6.3).

5 Discussion
The results show that the instrument artifact has been overall
positively received. It has addressed some of the criticisms out-
lined in 1.1 which was also perceived by evaluators.
The usage of highly accurate and coupled physical models con-
tributes strongly to the perceived aesthetic and control. The
notion of gaining influence rather than control as described in
the Post-DMI concept [17] was clearly recognized by participants
who modified the coupling of the schemes.
The string provides a rich and tactile interaction method, tackling
critiques of non-continuity in event-based methods (for exam-
ple MIDI) [37], and lack of passive haptic feedback [10]. The
results, especially those from the think-aloud protocol, confirm
this through comments regarding interaction techniques and
perceived acoustical vibrations.
However, claiming the full incorporation of controller and gener-
ator seems a far stretch. The need for continuous pitch tracking
and shifting introduces an inherent latency (as discussed in 2.1.3).
Furthermore, misclassified F0s can lead to discontinuities in the
connection of the real and virtual string. This can lead to artifacts
such as sudden jumps in tone height. Additionally, the pitch and
general timbre of the acoustic sound produced by the string au-
dibly deviates from the sound output of the system. This creates
a further dissonance in the perception of the instrument as a
whole.
The acoustical-digital hybrid nature of the instrument as such
does not seem to be a sufficient condition to remutualize con-
troller and generator. Yet, the results undeniably show that they
facilitate a rich and intimate interaction with the controller. The
descriptors participants used to describe the string interaction
were very tangible as opposed to the notions of control and fine-
tuning expressed for traditional control elements.

Acoustical-digital hybrid instruments form a conceptual frame-
work to consider controlling and sound-producing aspects in
unity during the design process. Whether or not this unity trans-
lates into the final instrument depends strongly on the execution
on the concept. Constructing acoustic elements requires a deep
understanding of how these elements produce sounds and precise
manufacturing abilities. How the connection between acoustical
and virtual is made has to be carefully tuned so that the ergotic
nature of acoustic sounds is preserved while virtual elements let
the musician go beyond of what is physically possible.

5.1 Future work
Future iterations of the prototype should revisit the construction
of the string so that its mere acoustic sound produces a longer-
lasting tone without any buzzing. This could facilitate driving
the string with an actuator to create a bi-directional coupling
between the acoustical and virtual elements of the instrument.
Including software adaptions to dynamically drive the string,
these alterations could justify a new evaluation round.
The usage of self-sensing techniques in DMIs as explored by
Davison et al. [11] is also worth exploring. Compared to a string
these provide more abstract affordances that could be utilized in
various contexts. Additionally, they are bi-directional by defini-
tion which may help users better understand the internal state
of the virtual system by acoustic and tactile means. Testing this
or related techniques in a variety of smaller, more focused in-
strument evaluations could reveal more regarding how to make
digital interactions more acoustic.
The limitations in computational performance outlined in 2.1.2
can be overcome by scaling the compute resources. Among other
authors, Visi [34] demonstrated the usage of a LattePanda 3
Delta6 which provides a strong computational foundation while
staying at a small form factor. The downsides are much greater
power consumption compared to the Bela, and the need for addi-
tional audio hardware in multichannel scenarios. Another option
is the development of custom hardware using field programmable
gate arrays (FPGAs), whose parallel capabilities are especially
suited for the computation of the grid points in a FDS [15, 26].

6 Conclusion
This paper explored acoustic-digital hybrid instruments as a
means to address common critiques of Digital Musical Instru-
ments (DMIs). By integrating physical acoustic elements with
physical modeling synthesis, the presented prototype demon-
strates the potential to combine tangible interaction with a versa-
tile and rich sound engine. This approach encourages exploration
and creativity, offering an alternative to the limitations of purely
digital systems.
However, achieving the responsiveness, intimacy, and playability
of traditional acoustic instruments remains challenging. The re-
sults emphasize the importance of precise design and fine-tuning,
as even minor imperfections—such as latency or mismatches
between physical and digital components can disrupt the user
experience.
While the current prototype shows advancements in the remutu-
alization of the controller and generator, the results may be more
akin to Laurel et. al.’s idea of separating sound from source [25],
yet addressing issues of subtlety recognized by the authors. All
in all, acoustic-digital hybrids present an exciting direction for
future musical interface design.
6LattePanda3 Delta: https://www.lattepanda.com/lattepanda-3-delta
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7 Ethical Standards
The project’s evaluation phase involved human participants who
tested the implementation. All participants provided informed
consent prior to their participation. The study design and data
collection adhered to ethical standards for research with human
subjects. Study participation was voluntary and not remunerated.
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