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Abstract
This paper explores crossmodal mappings of colour to sound. The
instrument presented analyses the colour of physical objects via
a colour light-to-frequency sensor and maps the corresponding
red, green, and blue data values to parameters of a synthesiser.
Interactive machine learning is used to facilitate the discovery
of new relationships between sound and colour. The role of in-
teractive machine learning is to find unexpected relationships
between the visual features of the objects and the sound synthe-
sis. The performance is evaluated by its ability to provide the
user with a playful interaction between the visual and tactile
exploration of coloured objects, and the generation of synthetic
sounds. We conclude by outlining the potential of this approach
for musical interaction design and music performance.

Keywords
Supervised learning, crossmodal mapping, additive synthesis,
synaesthesia

1 Introduction
Generating audio through colour-to-sound mapping is a devel-
oping area in which many devices have been produced, includ-
ing visual impairment aids and art installations [10]. Previous
research commonly uses pitch height as a basis for colour and
sound associations [33]. In contrast, whilst many sound-to-colour
mapping methods have been proposed, most involve audio analy-
sis of spectral features, such as the spectral centroid [32]. Studies
have shown an association between soft timbres and blue, green,
or light greyscales, and harsh timbres with red, yellow, or black
[1]. Nonetheless, fewer research exists on creating performable
instruments capable of facilitating the desired colour-to-sound
associations of instrumentalists and composers.

Sound-to-colour mappings may be presented through a rel-
atively common cognitive phenomenon known as crossmodal
correspondences, where associations between music, and notably
timbres, are often made with specific colours [16]. A rare medical
form of such colour and sound mappings, with little research
and creative potential, is known as audiovisual synaesthesia, for
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which mappings can be consistent and memorable to the listener
[19]. Audiovisual synaesthetes may precisely and idiosyncrati-
cally associate particular sounds with distinct shapes, colours,
brightness, and spatial location [14, 17].

There exists a long history of music and colour associations,
although commonly related to tonality, perceived by famous
composers including Messiaen and Rimsky-Korsakov [16, 27].
Such literature suggests crossmodal correspondences explored
through an instrument, associating performers’ perceptions of
visual colour and sound colour (i.e., timbre), would offer perfor-
mative benefits, for instance, facilitating expressivity in musical
interaction through action-perception loops, subtlety and even
creative ambiguity [8]. Inspired by NIME infra-instrument aes-
thetics [6], this paper seeks to explore the performability and
creative freedom afforded by mapping colour and brightness to
sound, through the creation of a custom instrument, utilising
supervised machine learning and additive synthesis. A focus is
placed on answering the following research question: what can
colour-to-sound mapping offer regarding unexplored benefits to
performability and creative affordances?

Unlike common mappings between pitch height and colour,
the Sonicolour instrument presents colour mappings using spec-
tral features and frequency manipulations to produce varied
timbres. This increases sonic variation and facilitates investi-
gation into alternative mappings for creative expression from
colour, alongside the instrument’s pitch control, retaining pitch
playability. Such potential findings may benefit sonic expression,
particularly in assisting visual or neurodivergent learners with ex-
ploring and creating music. Neurodivergent listeners are shown
to often require learning through actions, and some individuals
also diagnosed with synaesthesia attempt to remember through
associations between senses [31].

Additive synthesis permits a greater control of the harmonics
used to create the timbre [11], and supervised learning techniques
are ideal for generating output from small known datasets [13],
including the colour-to-sound mappings. However, a significant
challenge lies in generating accurate representations of timbre
colour, as current understanding of timbre perception is limited
[36], and non-standardised. This instrument builds upon Adeli
and colleagues’ [1] identified colour-to-sound mappings, with the
first author generating their own timbres using their perceived
colour associations.

https://creativecommons.org/licenses/by/4.0/legalcode
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2 Related Work
2.1 Crossmodal Associations Between Sound

and Colour
Much is known about crossmodal correspondences [7], although
previous studies of colour-to-sound mapping provide inconclu-
sive results [30]. Some studies show a primary association be-
tween natural mappings of colours and pitch ranges, known as
pitch registers, although colour-to-timbre mapping often yields
no consistent association between individuals [27]. It is suggested
that timbre quantification provides challenges, due to its variation
over pitch and loudness, when played on acoustic instruments
[27].

In constrast, Reymore and Lindsey discovered timbre-to-colour
mappings do show some consistency, varying most significantly
across registers and by brightness, with some effects of satura-
tion and warm-cool differences [23]. Siddiq and colleagues also
noted similar differences across registers; although most instru-
ments sounded yellow, brown, or orange to non-synaesthetes,
synaesthetes offered more timbre-to-colour variation [27].

Spence and Di Stefano suggest that colour-to-sound mappings
are disputed, claiming that emotion is responsible for colour
and pitch associations, due to insufficient evidence or agree-
ment on distinct colour-to-sound mappings [30]. They argue
that brightness-to-pitch correspondence, and potentially hue-to-
timbre associations, are evidenced, but other colour-to-sound
mappings are represented by emotion. Moreover, they note that
crossmodal correspondences offer significance to studying and
understanding music, and leveraging emotional connotations
with colour can benefit musical expression.

Although the existence and methods of sound-to-colour as-
sociations are inconclusive, these studies evidence a pitch-to-
brightness correspondence. This interplay led to the considera-
tion of unified pitch and brightness controls for the Sonicolour
instrument, to allow a performer to manipulate the pitch and
brightness independently, offering greater creative freedom, with
certain timbral brightness accuracy over the pitch range.

2.2 Pitch and Timbral Brightness
Previous studies have concluded that a clear interplay exists
between pitch and timbral brightness [3, 12, 21, 25]. Evidence
suggests that when a timbre is brighter, the pitch is interpreted
as higher, and vice versa [25], also applying to pitch changes.
Similarly, studies have shown that the pitch affects the brightness
correlated with the spectral centroid [18].

It is generally acknowledged that the spectral centroid con-
trols the perceived timbre brightness [29]. Audio with a low spec-
tral centroid, having more concentrated low-frequency energy,
sounds dull, and conversely, a high spectral centroid appears
bright. The application of the spectral centroid-timbral bright-
ness interplay with the pitch is a minor focus of this work. This
seeks to identify how brightness and pitch may be controlled
for increased performability and variation of colour-to-sound
mappings within an instrument.

Colour-to-sound mapping exploration offers wide-ranging
benefits. Using colour to generate music can evoke significant
emotional responses from listeners, particularly in conveying
emotion in films [15], offering possibilities in generating impact-
ful music. Moreover, such mappings allow synaesthetic-inspired
composers to fully convey their emotions and ideas through mu-
sic and visuals, to non-synaesthetic listeners [2, 4]. In turn, by

affecting musical expectations, through knowledge of colour-to
sound-mappings, composers may develop more engaging and
emotive pieces using audiovisual crossmodal correspondences
[23].

2.3 Colour to Sound Mapping in Musical
Interaction

Work has been conducted in the field of colour-to-soundmapping
for musical interaction for many years. Castel’s 1735 colour organ
mapped colours to pitch class, Rimington’s 1893 colour organ
attempted to map physical properties of colour to sound, and
Pridmore’s 1992 sound-to-light transducer mapped tone and hue
[30]. The 1915 “clavier lumière” (colour-light keyboard) was a
musical instrument invented by Alexander Scriabin for his piece
Prometheus: The Poem of Fire to visually accompany the music
[22].

More recently, two-dimensional images have been converted
into music, partially based on their hue values [20]. Images were
analysed and processed using Max/MSP and Jitter,1 before being
converted to Hue, Saturation, and Lightness (HSL) for sound gen-
eration [20]. Colour scanning was used to iterate over the pixels,
to relate the musical timbres to the image content, aligning with
the notion that timbre requires colour and form [28]. Moreover,
colours have a weaker relationship to timbre than shapes, as
proven by most orchestral instruments reportedly sounding blue,
red or green, by participants [1].

3D image HSL pixels have been translated into music as an
auditory aid for visually impaired users to represent images:
hue mapped to timbre, saturation to pitch, and luminosity to
instruments, according to timbral brightness (high-frequency
content) [5].

Related work found in interactive installations is beyond the
scope of this paper, such as Golan Levin’s projects that foster
dynamic relationships between visual inputs (including colour)2
and sound or Zach Lieberman’s multimedia installations where
visual inputs like colour play a role in shaping the audio output.3

This paper further develops the idea of crafting sound based
on colour, although instead using machine learning, offering
the possibility of creating a wider range of timbres than with
traditional parameter mapping approaches. Furthermore, train-
able machine learning models facilitate customisation of the
instrument’s colour-to-timbre mappings, enabling performers
to generate new sounds tailored to their creative intent, cross-
modal correspondences, or synaesthetic experiences. This aligns
with the literature on supporting open mappings between colour
and sound. It also extends the performability of colour-to-sound
mapping by offering dynamic colour, pitch and brightness con-
trol, focussing on accurate timbre manipulation of one synthe-
sised sound, without the constraints of colour-to-sound mapping
through iterating over predefined coloured pixels of an existing
image.

3 Prototype Development
This section outlines the developmental process followed to pro-
duce the instrument. The physical instrument design and con-
struction is examined, before detailing the creation of an additive
synthesiser using Max. Moreover, explanation on training a su-
pervised machine learning model to design the colour-to-timbre

1https://cycling74.com
2https://www.flong.com
3http://zach.li
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mappings is provided. The instrument’s firmware and sound
generation utilises many existing libraries, explained on the com-
panion website, which also provides all instrument designs and
code.4

3.1 Physical Instrument
The crafted instrument uses a wooden case of 315mm x 265mm
x 90mm dimensions, designed to be relatively compact. The box
was designed using a template from Makercase,5 with custom
cutouts for all sensors, and simple but clear engraving, to identify
the sensors’ sonic functions. To facilitate a low entry barrier for
use, as shown in Figure 1, all sensors were labelled according to
their sonic variation properties. For instance "brightness" con-
trols the spectral centroid, such that non-technical users would
suitably understand its controls.

For durability and long-lasting use, the instrument was crafted
from 6.5 mm plywood, offering strength, with acrylic inlays pro-
tecting sensor components. The instrument was sanded and pol-
ished with beeswax, a natural, renewable, and biodegradable
resource that is considered an eco-friendly choice. A custom-
designed colour wheel was 3D-printed and attached to the instru-
ment. Using sustainablematerials was a priority; wood, reclaimed,
or scrap materials were used where possible.

Sensors were used to elicit the performer’s input and control
the sonic output. To test the research question, a TCS3200 colour
sensor6 was mounted to the instrument’s inside case. This reads
the colours placed above it, either directly on the colour wheel
or through optional filters, to later determine the timbral colour.

A Bela Trill Square7 facilitates control of the brightness and
pitch simultaneously, through its X-axis and Y-axis readings,
respectively. This sensor was selected for its multi-input control,
to test the second research focus.

Moreover, to offer the performer additional sonic controls, thus
facilitating performance, a 10 kΩ linear potentiometer varies the
oscillator depth of the additive synthesiser’s voices. An MPU-
6050 accelerometer8 provides control over panning, volume, and
amount of feedback.

To facilitate effective user feedback, thus improving usability,
an LED was added, outputting a visual representation of the
perceived sonic brightness to the performer. A liquid-crystal
display (LCD), displays the instrument’s, including pitch and
oscillator wave information, allowing the performer to relate the
produced audio to visual forms.

All sensors were connected to an Arduino UNO R4 WiFi,9
running custom firmware, to interface with the sensors. The
code receives the sensors’ current status and transmits the values
over Wi-Fi using Open Sound Control (OSC) [34], received on
the connected computer running the sound generation program.
Bidirectional communication permits the Arduino to receive OSC
messages from the sound generation program, to update the LED
brightness and LCD status, as the generated audio properties
change.

4https://sites.google.com/view/sonicolour-sc-1
5https://en.makercase.com/#/basicbox
6https://ams-osram.com/products/sensor-solutions/ambient-light-color-spectral-
proximity-sensors/ams-tcs3200-color-sensor
7https://learn.bela.io/products/trill/about-trill/
8https://invensense.tdk.com/products/motion-tracking/6-axis/mpu-6050
9https://docs.arduino.cc/hardware/uno-r4-wifi/

Figure 1: Designed and produced physical instrument con-
troller

3.2 Additive Synthesis
The generated sound utilises additive synthesis techniques, with
output generated by 25 voices, permitting exact control over
the audio produced. Additive synthesis offers accurate control
over the instrument’s spectral properties and output frequencies
[26], facilitating effective timbral manipulation to create precise
colour-to-sound mappings.

Sound was synthesised using Max 8, due to its high perfor-
mance and efficient tools to prototype the specificities of the
desired audio synthesis (Figure 2). When the host computer is
connected to the instrument’s Wi-Fi network, the Max Patch
receives the sensor data in User Datagram Protocol (UDP) pack-
ets, via OSC. The data is extracted according to the message
route, rescaled if necessary, and transmitted to the appropriate
synthesiser control.

Received colour sensor messages are re-transmitted to the su-
pervised machine learning model, with its output controlling the
additive synthesiser voices’ ratios and depths, and the generated
sound’s Attack, Decay, Sustain, and Release (ADSR) envelope.
The fundamental frequency is controlled by the Y-axis reading
from the Bela Trill Square sensor, with the X-axis determining
the multiplication factor of each voice’s amplitude, thus manipu-
lating the spectral centroid. This adjusts the perceived timbral
brightness, providing flexibility to create “dull” to “bright” tim-
bres with respect to the currently-selected timbral colour.

The linear potentiometer manipulates voice depth, through
varying the frequency of each voice’s low-frequency oscillator
(LFO) modulation wave. The accelerometer’s X-axis, the instru-
ment’s height, controls the sound output master volume, whilst
the Y-axis, for left and right movement, determines the audio’s
left and right panning respectively. A delay and feedback loop,
adding controllable amplitude levels of combined delay and feed-
back, is activated using the Z-axis movements, for forward and
backward tilt. This offers simple sonic manipulation, enhancing
creative flexibility, and introducing learners with little musical
background to audio effects processing.

Jitter is used to generate graphics, providing visual accompa-
niment following the output received from the colour sensor, and
the brightness from the Bela Trill Square. This permits the audio
with accompanied colours and brightness to be recorded, for later

https://sites.google.com/view/sonicolour-sc-1
https://en.makercase.com/#/basicbox
https://ams-osram.com/products/sensor-solutions/ambient-light-color-spectral-proximity-sensors/ams-tcs3200-color-sensor
https://ams-osram.com/products/sensor-solutions/ambient-light-color-spectral-proximity-sensors/ams-tcs3200-color-sensor
https://learn.bela.io/products/trill/about-trill/
https://invensense.tdk.com/products/motion-tracking/6-axis/mpu-6050
https://docs.arduino.cc/hardware/uno-r4-wifi/
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review, or evaluated by an audience in real-time, to reflect on our
research question.

3.3 Interactive Machine Learning
Colour-to-sound mappings were generated using a supervised
machine learning approach. Wekinator [13] was used due to
its simple interface, and its efficiency to interactively generate
a machine learning model. The Wekinator project was set to
receive OSC messages from the colour sensor, and a supervised
neural network model was generated for each ratio and LFO
frequency of the 25 additive synthesis voices, offering a powerful
method to generate the customised mappings. Neural network
models were also generated for the attack, decay, sustain, and
release components of the synthesiser’s ADSR envelope.

Each neural network model was a small multilayer percep-
tron with three inputs corresponding to three RGB colour values
(red, green, blue), a single hidden layer containing three neurons
(nodes) with sigmoid activation functions, and a single output
neuron with a linear activation function.

Training data output values were selected through using the
Wekinator randomize button to select initial parameter values,
until a timbre emerged that the first author believed broadly
matched their perception of a particular colour. Manual changes
were made to each synthesiser voice’s LFO, ratio, and ADSR enve-
lope times, to create suitable consonant and dissonant harmonics.

Colour mappings were based on common findings [1], with
the primary colours of red offering an aggressive, harsh timbre,
yellow appearing bright and shrill, and blue offering a calm and
less dissonant timbre. The secondary colours of orange produced
amoderately aggressive and dissonant timbre, green amoderately
calm and neutral timbre, and purple providing a dark and dull
timbre, in the opinions of the first author.

Upon crafting a suitable timbre, the associated colour was
placed above the colour wheel, and 50 colour sensor reading
input values were recorded for each synthesiser voice’s ratio,
LFO frequency, and ADSR envelope machine learning model
in Wekinator. This ensured mappings remained clear and accu-
rate, even when slight variations of the received colour occurred,
due to colour sensor inaccuracies, through capturing all mini-
mal sensor reading variance around a static colour. The process
was repeated for all primary and secondary colours, to equally
cover the full colour spectrum. After repeating this process for all
primary and secondary colours of the colour wheel, to produce
varied and accurate colour-to-sound mapping across the colour
wheel, the model was trained, to learn the colour-to-value out-
put. Previously-unseen minor hues are interpolated from nearby
colour sensor values.

Formal validation was performed on the trained model, via cre-
ating a train-validation-test model. The train dataset comprised
all colour wheel primary and secondary colours, the validation
set included all tertiary colours, and differing major hues formed
the test set. The model was formally evaluated, to validate its
efficacy on unseen colours.

Supervised machine learning was effective in this use case.
As both, the input—received from the colour sensor connected
to Arduino—and output values—based on the colour-to-timbre
trained Wekinator mappings detailed above—were known, map-
pings could be crafted. Moreover, a machine learning approach of-
fered the benefit that unseen colours are automatically mapped to
corresponding timbres. Consequently, colours in-between those
trained on the colour wheel, or unseen colours, produced by using

additional filters above the colour sensor, need not be manually
mapped to produce a sensible output.

4 Composition
To address the research question, examining the interplay be-
tween pitch and spectral centroid, and validating the concept
of colour-to-sound mapping, a short musical piece titled “The
Colour Space Zoom” was produced. The composition utilises 25
additive synthesis voices, initially exploring the pitch-spectral
centroid interaction using the colour green. This is followed by
repeating the same musical exploration through the colours of
turquoise, blue, purple, pink, red, orange, and yellow. Such pro-
cess allowed the author to evaluate both the accuracy andmusical
affordance of the colour-to-timbre mappings.

A performance of the composition may be viewed at https:
//youtu.be/OA2S8dAP-I8.

A first-person investigation was subsequently produced, deter-
mining the perceived accuracy of the colour-to-timbre mappings,
and allowing identification of any interplay between pitch, spec-
tral centroid and the associated timbre colour. Following the
performance, the piece was reviewed, and notes were recorded
on the instrument’s relation to the research questions.

5 Reflection
Upon reviewing the completed instrument performance, analysis
was conducted on the audio with respect to the initial research
question:What can colour-to-sound mapping offer regarding un-
explored benefits to performability and creative affordances?. This
section discusses the reflections relating to colour-to-sound map-
ping, the interplay between pitch and spectral centroid in deter-
mining perceived brightness, and any other notable observations.

5.1 Colour to Sound Mapping Analysis
It was observed that, in the opinions of the first author, colour-to-
sound mapping can be customised to personal views and needs.
During review of the performance, colours green and blue evoked
associations with peaceful timbres, using consonant harmonics
and sustained ADSR envelopes. As colours were changed to pur-
ple, pink, and red, so too did the timbre’s aggression, resulting
in chaotic, dissonant harmonics, and shorter ADSR envelopes.
Moreover, orange and yellow timbres naturally contained in-
creased brightness, through utilising more voices with higher
harmonics.

These observations appear to support the theory of the ex-
istence of colour-to-sound mappings, through crossmodal cor-
respondences. As is presented, one form of successful mapping
involves tranquil timbres with blue, aggressive with red, and
bright with yellow, although it must be noted that other colour
mappings do exist, and may be equally valid. Previous research
suggests that blue and green are associated with soft timbres,
and red and yellow with harsh timbres [1], which supports the
observations in this study.

It must be noted that no other colour-to-sound mappings were
tested during this study, thus comparisons between mapping
accuracies are not possible but with potential for future work.
Moreover, a mapping approach utilising previous colour psychol-
ogy research could offer significant developments in accurate
colour-to-sound mappings.

https://youtu.be/OA2S8dAP-I8
https://youtu.be/OA2S8dAP-I8
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Figure 2: Custom-made Max 8 additive synthesiser patch for sound generation

5.2 Brightness via Pitch and Spectral Centroid
An association between pitch and brightness was observed. As
the pitch (here fundamental frequency) is lowered, so too is the
perceived brightness of the timbre, likely due to the highest en-
ergy, thus most audible, harmonics in turn having a lowered fre-
quency. Similarly, if the pitch is increased, the timbral brightness
also appears to increase, suggesting brightness has a dependence
on pitch.

Similarly, spectral centroid has a direct connection to bright-
ness. Through controlling the spectral centroid, it was noted that
a lower spectral centroid, thus more energy in the lower har-
monics of the audio closer to the fundamental frequency, sounds
notably more dull, as less energy is present in the higher harmon-
ics. Similarly, with a higher spectral centroid, the timbre appears
brighter, with more energy focussed in the higher harmonics.

A connection between pitch and spectral centroid was also ob-
served upon reviewing the performance. It was noted that a low
pitch with a high spectral centroid results in a moderately high
timbral brightness, as the spectral centroid lowers some of the
effects of the dull timbre associated with low pitches. Moreover,
a high pitch with low spectral centroid results in a moderately
low timbral brightness, with both factors averaging to produce a
combined result. This performance shows promise that the in-
strument can be used to create more consistently bright timbres
across a wider range of pitch, through varying the spectral cen-
troid relative to the pitch, however further research is required
to develop a precise and musically useful model.

5.3 Additional Observations
During the performance, an interplay between timbre colour and
brightness was identified, with some colours, including yellow,
appearing brighter than others, such as blue, independent of the
instrument’s brightness control. Such observation suggests that
timbral brightness and colour cannot truly be discretely managed,
and such connection must be considered when attempting to
accurately control timbral brightness alongside timbral colour.

Notably, the developed instrument does have some limitations,
including its delayed response to note input, causing it to appear
less responsive, thus more difficult to fully hear the ADSR enve-
lope used in the timbre colour. Furthermore, the colour sensor

used is not fully accurate, therefore the timbre colour may some-
times be slightly different to the selected colour, hindering the
performability of the instrument. Due to the colour-to-sound
mappings being generated by the supervised machine learning
algorithm, there is the potential for inaccuracies in the map-
pings, in this case hindering the accurate control of the spectral
brightness, due to the technique used in its manipulation.

Overall, the Sonicolour instrument has offered a suitable testbed
to explore some of the benefits that colour-to-sound mapping
can bring to performability and creative affordances. Affordances
here are considered more like open processes tailored to each
musician [24]. Although the instrument is not paradigm-shifting
of interactive music performance, it offers an original perspec-
tive that can contribute incrementally towards a new way of
making music. The instrument allows for an intuitive way of
training and exploring customised colour-to-sound mappings
that any user could investigate. We envision the instrument as
especially suitable for neurodivergent, synaesthetic-inspired and
visual-minded artists and learners. Future work can confirm if
the instrument is an easy-to-use tool for beginners in electronic
music based on an audiovisual interaction metaphor of colouring
timbre textures.

6 Conclusions and Future Work
This paper explored the existence of crossmodal correspondences,
in relation to colour-to-timbre mapping. It examined the creation
of an instrument, using machine learning and additive synthesis,
to investigate colour-to-sound mapping, and the interplay be-
tween pitch and spectral centroid. Evidence was found to support
the existence of crossmodal correspondences through colour-to-
sound mapping, alongside an interplay between pitch, spectral
centroid, and perceived timbre brightness.

This study offers an initial exploration into a novel approach to
performative colour-to-sound mapping, although there are some
limitations that warrant further work. The creation and evalu-
ation of the colour-to-sound mappings utilised a limited first-
person retrospective, thus more systematic user studies would
be necessary to assess performability and creative affordances
for non-musicians, musicians, and audiences. It is also of spe-
cial interest to continue NIME practice-based research using a
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first-person approach applying related creative methodologies
[9, 35].

Moreover, the instrument’s lack of precise pitch height/class
control, and MIDI or external software support, make the cur-
rent instrument difficult to use as a compositional or structured
performance tool. Future studies must be conducted to validate
that results remain consistent when the instrument is performed
alongside additional instrumentation, and identify more varied
timbre mappings associated with colours. Nonetheless, this initial
work shows promise in the potential to perform colour-to-sound
mapping using machine learning approaches.
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