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Abstract

In this paper, we present an investigation into the longevity, re-
producibility, and documentation quality of Deep Generative
Models (DGMs) introduced in previous editions of the NIME con-
ference. We begin by assessing whether DGM presented at NIME
are still available in terms of code, data, and weights; afterward,
we present the recreation process of seven unavailable models,
to the end of investigation of the issues related to longevity and
documentation. We examine the availability and completeness
of resources needed to recreate DGM models, and discuss spe-
cific challenges encountered during such recreation. Drawing
from this experience, we highlight key obstacles that hinder the
long-term viability and reuse of DGMs in the NIME context, and
propose guidelines to improve their documentation and future
reuse within the community.
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1 Introduction

Over the last decade, Machine Learning (ML) - and, by exten-
sion, Deep Learning (DL) - has increasingly become prominent
in the relationships among people and machines in many Human-
Computer Interaction (HCI) areas. NIME research has also aligned
with this trend, and several artifacts incorporating or based on
neural networks (NNs) have been presented (e.g. [? ? ]). The
NIME community has emphasised the importance of longevity
of musical devices, to preserve knowledge [33], promote critical
reflections [3], and minimise the environmental impact [35]. In a
recent literature review on ML at NIME, Jourdan and Caramiaux
have highlighted the main trends and, building upon the reflec-
tion on documentation and code sharing by Calegario et al. [4],
they argued that “source code or models is a necessary process to
make the system "live", evolve and reuse by the community.” [30].
In this regard, Deep Generative Models (DGM) represent a pecu-
liar case that highlight the critical importance of comprehensive
source code and clear reference materials, as their from-scratch
implementation poses unique challenges due to being notori-
ously data-hungry, requiring high computational resources, and
demanding solid practical expertise in the field [? ].
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As such, in this paper we further this inquiry conducting a
practical investigation into what is required for reuse and repli-
cate DGM-based NIMEs. We actively recreated seven models
from the recent literature, either unavailable or partially accessi-
ble, relying on the existing resources, code, and documentation.
We open-sourced such models, and they are now ready to reuse .
By analysing the issues that we encountered in light of the guide-
lines proposed by Bin [3], we propose a set of documentation
best practices. Where systematic reviews make research trends
and narratives legible, our systematic replication aims to actively
reimplement and read legibility under the lens of longevity and
reuse.

2 Background

As this work focus on reproducibility of Deep Generative Models,
in this section we provide an overview of the literature regarding
1) DL in NIME; 2) longevity and reusability; and 3) documentation
as a core component of longevity.

2.1 Deep Learning in NIME

Researchers in music technology have long applied DL models
to different tasks, such as classification [19], symbolic genera-
tion [23], and audio manipulation and generation [7, 14], and
different architectures have been deployed. For instance, Convo-
lutional Neural Networks (CNN) have been used for instrument
recognition and data labelling, Long Short Term Memory net-
works (LSTM) for MIDI sequences generation [12], and DDSP
and DDPM for real-time audio generation and data augmentation
[10, 28].

In support of such applications, large datasets - such as mu-
sic21 Bach’s chorales[5], Magenta Groove [21] and Maestro [26]
or Lakh MIDI [45] - have also been assembled.

In the context of musical interactive systems and NIMEs, NNs
has also been used, e.g. for complex mappings [11] or musical
improvisation [2]. For instance, Tahiroglu’s Al-terity project ex-
emplifies this paper’s focus, initially leveraging a pre-trained
GAN model and later retraining it on a custom dataset for its
second iteration to better suite the intended artistic context [47].
Recently, Jourdan and Caramiaux [30] present a study analysing
69 Machine/Deep Learning-based contributions from the last 10
years. Notably, the 54% of papers they reviewed do not allow
users to adapt data or parameters, and mainly present “black box
systems” (ibid); cultural and political implications of the use of
ML in NIME are further explored through their companion paper
[29]. Drawing from both studies, they propose that

“Documentation effort should be accompanied by
good practice in ML, and previous work on the
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construction and documentation of datasets and
models is a good starting point for the community to
build on.” [30]

2.2 Longevity and Reusability

In 2017, Morreale and colleagues highlighted that a significant
number of NIMEs are only used in very few performances [39],
and investigated factors influencing whether an instrument con-
tinues to be used over time. They found that while some instru-
ments persist through adaptation and reuse, others are abandoned
due to a range of reasons, including lack of technical support,
limited documentation, and incompatibilities with newer tech-
nologies. Since then, reflections on NIMEs obsolescence have
included sustainable practices [34], longevity as a condition for
virtuosity [39], and replication as a learning process [53]. Further-
more, NIME research has explored how instruments remain in
use beyond their initial design: repertoire building [17] embeds in-
struments in musical practice, while hardware durability [37] and
opposing “disposable instruments” [6] address sustainability con-
cerns. Strategies for overcoming component obsolescence [48]
help extend usability despite shifting technologies, and artistic
updates [31] highlight how creative reinterpretation can sustain
relevance. More broadly, promoting longevity [42] ensures in-
struments remain accessible, adaptable, and valuable to future
practitioners.

2.3 Documentation and Replicability

Marques-Borbon and Avila observed NIMEs that are “only main-
tained either anecdotally or as paper citations” [33]. Attempting
to remedy this condition, they suggest efforts may be directed to-
wards teaching and performance, where the instruments become
activated as performers and students engage with, modify, and
adapt them, contributing to extend their development. Similarly,
in the context of circuit-bent devices, Dorigatti and Masu sug-
gested applying reuse recursively throughout the design, “favour-
ing future disassemblage and reuse of the components” [9]. In
both cases, the authors emphasised the pivotal role of documen-
tation. Calegario and colleagues further raised concerns with the
lack of supporting material:

“Instruments become available for users in different
locations and cultures and future generations,
enabling more performers, composers, and audiences
to experience artifacts or systems” [4]

In this regard, Bin [3] proposed five documenting strategies
that can help build a critical NIME history: Collaborative - pro-
moting collaboration among researchers and practitioners; On-
going - ensuring regular updates and continuous conversation;
Flexible - adaptable to different contexts and needs; Openness -
transparency and accessibility; Complete - thorough coverage of
essential aspects.

While a debate around documentation practices has been de-
veloping within the NIME community over the past few years, it
has not yet systematically engaged with DL-based NIMEs. On
the contrary, outside NIME, several works outlined approaches
to document models and datasets (e.g. [18, 38]). These proposals
highlight the communication of the characteristics of the model
to avoid mismatches between training data and deployment con-
text, rather than documentation for replication purposes.
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3 Re-use, Re-train, Re-create

We undertook two sequential processes to advance the under-
standing of reuse potential and replicability in DGMs presented
at NIMEs. Firstly, we scrutinised papers in the relative litera-
ture to assess the availability of accompanying resources such
as code, data, and documentation. Secondly, for systems that
were no longer functional - for example, due to missing or in-
complete code - we attempted to reimplement and retrain them
from scratch.

3.1 Checking what is available

In our assessment of the available materials necessary for the
reuse of DGM components, we first identifed DGMs works pre-
sented at NIME. We relied on the aformentioned recent literature
review [30], which systematically analysed ML in NIME, and
select form the papers they identifies the subset of DGMs. This
produced a collection of 17 papers to be scrutinised: [2, 11, 12,
20, 22, 25, 32, 40, 41, 43, 44, 46, 47, 49-52].

For every work, we assessed whether reference to three critical
aspects for reuse - code, model weights, and datasets - were
available [? ].

Our analysis revealed that most papers involved training new
models, with a smaller portion reusing existing ones. We ex-
cluded papers that used private datasets from further considera-
tion: among the remaining ones, making use of public datasets,
only a few provided accessible code or model weights, and many
links were inactive. As summarized in Figure 1, this left us with
seven papers requiring full recreation due to missing or incom-
plete resources.

We propose three possible ways of reactivate DGMs (or Al in
general), ranging from minimal to maximal effort required:

e Re-use: using existing code and pretrained models;
e Re-train: using existing code and data;
e Re-create: implement architectures from scratch.

3.1.1 Re-use: Code & Weights. The first possible reactivation is
using the system without needing any additional work - in line
with what recently proposed on NIME longevity [35] - relying on
the availability of both code and model weights. While the code
usually defines the model architecture and data processing steps,
the weights (typically a checkpoint file) contain the final state of
the trained model, required to replicate the learned behaviour.

3.1.2  Re-train: Code & Data. A second approach to reactivation
involves retraining models. Although gaps in documentation
(e.g. missing hyperparameters or the use of deprecated libraries)
can lead to significant deviations from the intended outcomes,
these are usually edge cases: when both the code and dataset are
available, retraining often offers a feasible path to reactivation,
typically requiring moderate effort and technical familiarity.

3.1.3  Re-create: Data. Whether the code is not available and only
the training data accessible, the technical details and functionali-
ties need to be inferred from supplementary resources, primarly,
the original publication itself, or residual code blocks from re-
lated works or repositories. This approach is similar to the one
derived from museology and media study for NIME preservation,
which highlight the importance of integrating together multiple
resources to recreate a system’s functionality and context [? ].
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Figure 1: Breakdown of our process choosing the papers to re-create.

3.2 Re-create

In this paper, we concentrate on the last approach - re-create -
as a way to practically investigate to which extent a paper publi-
cations can be sufficient to reactivate a system. We acknowledge
that the contribution of a paper lies beyond the availability of
the code, and we do not aim to propose a critique to previous
publications. We simply use those paper that do not have the
related code available as a case study to investigate longevity
and documentation of DGMs. Indeed, while we advocate for re-
usability, we acknowledge it may not always align with a paper’s
core contribution.

Thus, we decided to recreate systems that could be replicated
based on the available material and descriptions. As mentioned
in Sec. 3.1, out of the papers selection, 7 did not provide a link to
a working code but still providing access to the data, thus fitting
in the condition for re-creation [2, 12, 20, 32, 43, 49, 50]. We
recreated these models in PyTorch 2 due to its flexibility, ease of
implementation, and widespread adoption in the DL community.

Notably, all the models considered were based on sequence
generation of symbolic music. As such, as a general principle,
we employed a modular approach, allowing components to be
reused in different combinations and with different parameters.
The 7 papers relied on data sources that include - but not limited
to - a series of well-established MIDI datasets: Magenta Groove
[21], Magenta Maestro [26], music21 Bach Chorales [5], and Lakh
MIDI [45].

To recreate these models, we followed a systematic implemen-
tation approach. Over the course of one month, we methodologi-
cally approached each paper we considered: first, we read and
analysed the text, isolating unfamiliar or unclear aspects in the
architecture and cross-referencing similar ones on GitHub; then,
we developed the code, initially constituted of simple experimen-
tal scripts trained locally. The goal was not to fully optimise the
models, rather check for viability and identify errors or inconsis-
tencies. In the case of missing details, we attempted a reasonable
approximation based on other resources. then id take a best guess
from what i can read elsewhere. Also, when data or tokenisa-
tion strategies were not available, we promoted consistency by
readapting existing preprocessing pipelines.

While broadly sharing a common generative goal, such models
still vary in their underlying architectures and implementation
details. An in-depth description of the pipelines involved is be-
yond the scope of this work: for technical details, we invite the
reader to refer to our code and to the respective original con-
tributions. However, for the sake of clarity, we still provide a
comprehensive summary of the main the technical aspects of the
models considered - Table 1.

https://pytorch.org/
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Figure 2: Screenshot of web interface used for testing mod-
els

3.2.1  Web Interface. Alongside our implementations of the mod-
els, we created Gradio [1] interfaces for each of the models - Fig.
2. These interfaces allow to drag-and-drop midi files for trans-
formation, generate samples, and adjust model parameters. It is
important to note these interfaces are distinct from the original
authors designs and do not represent the intended interaction:
instead, these serve as a utility to streamline and normalise the
inference process.

4 RE-create: Critical Aspects

Drawing from the recreation process we undertook, in this sec-
tion we outline the main aspects and challenges to be considered
for DGMs reactivation.

Data Preparation Challenges

Well-curated datasets are as key a contribution as the novelties
of model architecture. Indeed, it has been shown how different
models yield similar benchmarks when trained on the same data
[24], indicating that complex models don’t necessarily offer im-
provements over simpler ones. Also, Warren and Cameci discussed
style loss and diversity in relation to choice of dataframes and
data processing [50].

Data preparation involves multiple stages from to filter and
refine to restructuring the data, e.g. augmentations, transposition,
or sequence padding. In sequence models like the ones we focused
on, tokenisation is often a key element. Each paper used particular
tokenisation algorithms to represent the MIDI data as a sequence
of numbers. In our process, where possible, we simplify our
pipeline using standard libraries - e.g. miditok [15].

Filtering methods, such as restricting datasets by key or tim-
ing, can also increase complexity. A key issue was unknown
sequence lengths — whether to pad or chunk, often overlooked
in the provided documentation. As a result, our training sets may
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Paper | Year Architecture Parameters | Input Type Output Type Key Parameters
Ref
[49] 2017 RBM 32,564 64D binary vector 64D binary vector Visible units: 64
Hidden units: 500
[12] 2019 Seq2Seq BiLSTM 1,785,026 Sequential tokens Sequential tokens Vocab size: 130
Hidden dim: 256
Embed dim: 32
[2] 2020 Dual LSTM 4,804,909 Rhythm + CPC + | Token + Key predic- | Hidden dim: 400
MIDI tokens tion Embed dim: 50
Token dim: 135
[20] 2021 Dual LSTM-VAE 7,968,822 Score (9D) + Rhythm | Joint 27D sequence Hidden dim: 512
(18D) Latent dim: 256
[43] 2021 Transformer-XL 18,944,296 Token sequence Next token prediction | Model dim: 512
Depth: 6
Heads: 8
[32] 2021 Transformer 48,055,312 | Token sequence Next token prediction | Model dim: 512
Depth: 12
Heads: 8
Vocab size: 10000
[50] 2022 ConvVAE 3,148 100x100 binary image | 5x16 velocity matrix + | Latent dim: 8
8D Markov state 3 conv layers
2 decoders

Table 1: A summary of the technical details of papers we selected for recreation.

differ from the originals, preventing exact replication. Overall,
we support that ML papers should indeed prioritise clarity in
defining datasets and data preparation methods.

Implementation Complexities

We often encountered lack of precise descriptions, from large-
scale architectural details - e.g. number of layers or types of
activation functions - to hyper-parameters - e.g. regularisation
strategies or learning rates. Inconsistencies were also common
with regard to optimisers and loss functions. We acknowledge
that addressing all of the required information in any NIME paper
may be inappropriate and irrelevant to the main contributions of
that specific work: this reinforces the benefit of supplementary
files.

Computational Resources

In the recreation of large models (as the generative ones usu-
ally are), one of the main issues is related to the hardware in-
frastructure (dedicated GPUs). The limitations of hardware has
been indeed acknowledged in the papers we replicated, with
DGM models being inhibited by the “expense of computational
resources needed to train them” [20]. While the use of a non-
CUDA environment knowingly restricts development and does
not often represent a viable solution [? ], it may be worth consid-
ering in what may be expected of a general audience attempting
to rework the models with varying constraints.

Metrics for Models Assessment

Assessing recreated models is challenging due to the lack of
standard metrics; as noted by Jourdan and Caramiaux [30], evalu-
ation often relies on subjective listening tests (e.g. [12, 32, 43, 49]).
While these evaluations fruitfully capture artistic and experiential
qualities, their lack of objectivity may limit comparability and re-
producibility, especially in generative systems where outputs are
inherently variable and results often inferred via demonstrations
or author commentary.

Establishing clear approaches to evaluation, possibly combin-
ing objective metrics with subjective insights, could support more
reliable assessment and reuse of DGMs in future NIME work.

Impact of Framework Choice

An unclear influence on our results is the choice of programming
languages and frameworks. The original papers used various DL
libraries; to ensure compatibility and promote future reuse, we
harmonised our work within the PyTorch framework. While this
choice helped streamline our process, it may have subtly shaped
our working habits and implementation logic. Rather than recre-
ating each system’s original interface, we chose to normalise
interactions across models, which led to necessary algorithmic
adjustments - e.g. in sampling and generation functions. The role
of technology-related choices is broadly noted in several papers
we reviewed. For example, Erdem et al. state: “Technology-related
choices, such as choosing a particular sensor or algorithm, in-
evitably become compositional choices.” [11]. How these choices
affect the models and inference pipelines, and how they inter-
twine with availability and reuse, is hard to quantify. Finally,
algorithmic inscriptions and uncertainties may also shape the
outputs of our models, as in sound design choices [36].

Authors’ Knowledge

Finally, we reflect on the knowledge assumed by the authors
of the original papers, their expectations towards the reader’s
expertise, and our own as re-creators. In keeping up with rapid
DGM developments, it is unclear what level of technical familiar-
ity is expected from the audience and what constitutes common
knowledge today may have been novel or inaccessible even a
year ago. With the range of cross-disciplinary work presented in
NIME, addressing technical detail appropriately can be difficult
and could be a barrier to understanding and replicating the work,
especially for those new to the field or working from a different
disciplinary background. While this is probably intrinsic related
to the rapid DGM development we are facing, we argue that
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how we communicate technology remains an important point
that need to be addressed by the NIME community, contributing
to preserving a deep intimate collaboration between music and
technology.

5 Implication and Practices

Building up on the insights we gathered from our reactivation pro-
cess, we identified recurrent issues when engaging with DGMs.
In the past years, many NIME scholars have argued in favour
of longevous devices [33], properly documented [4] and used
over time to foster knowledge generation emerging from pro-
longed entangled interactions (e.g. [13, 31]). Reflecting on the
difficulties of replicating DGM systems has prompted us to sug-
gest some guidelines to foster their longevity in NIME. The main
aim of these guidelines is to encourage greater availability and
reuse of individual components, allowing for more collaborative
experimentation and wider understanding.

We acknowledge that these design implications are developed
in reference to older works, and we are pleased that more recently
the adoption of similar ideas to the ones we present can be seen
across the ML community. Sharing of code and model weights
has become more common today, the required infrastructure for
sharing is far more available, and commenting on and adapting
systems ever more active.

Overall, we propose four guidelines for preserving DGM NIMEs,
which resonates with Bin’s five suggestions [3] for a critical his-
tory of NIME - Fig. 3.

Availability of Data (Collaborative, Openness)

Using datasets such as Magenta or music21 can provide a useful
common foundation for models development. In contrast to this,
the personalisation of models is attractive to creative practition-
ers, and choosing to use small personal datasets can “avoid the
problem of normativity and external biases that would stem from
big data” [29]. In cases where the whole training dataset cannot
be made available, we would encourage providing the data collec-
tion along with preparation methods and algorithms. Similarly,
adoption of augmentation tools or tokenisation libraries, such
as miditok [15] allow for less repetitive work in setting up data
processing pipelines.

Architectures and HyperParams (Complete, Flexible)
Comprehensive documentation of training parameters, such as se-
quence lengths, batch sizes, or memory usage, is key information
in replicating the performance of a model, as small adjustments
to these can cause large changes in outputs. Making this infor-
mation available in supplementary materials would allow future
adaptations to replicate training setups, and better understand
the effect of changes to these parameters.

Availability of Weights (Collaborative, Openness)

Sharing pre-trained model weights offer clear ecological and
economic benefits, while reducing time needed in replicating or
adapting DGM NIMEs. The availability of pre-trained weights
opens up new paths for exploration, enabling researchers to main-
tain focus on experimentation with interfaces or exploration
of the model’s potential, finding novel features or applications,
“allowing the user to begin creating quickly without any time-
consuming training required”. [32]

Design for Reuse (Flexible, Ongoing)
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In designing DGM NIMEs it is important to consider the future
reuse of the models. By anticipating future users and uses since
the early development stages, we can help create tools and sys-
tems that not only serve our immediate intents, but can open
up possibilities for others: “You may not be able to design for
the unexpected, but you can design to allow the unexpected”
[8]. As such, each contribution can serve as a stepping stone for
others, enabling reassembly and reconfiguration to learn how
these NIMEs function and imagine how they can evolve.

We would not want to prescribe specific standards, but encourage
consideration of these general themes. Previous discussion of
documenting and sharing code alongside papers raised the issue
that “Deferring to web links for this material isn’t an adequate so-
lution because it disassociates writing exactly from that material
we suggest can benefit most from peer review for practitioners”
[16]. It seems important to integrate these resources within the
academic framework to support their persistence and accessibil-
ity, as we have seen during our research many web-links that
have expired or are missing materials. Yet the practicality of this
integration remains a challenge: overall, we would encourage
further experimentation with documentation and availability of
models to find appropriate ways of sharing and assessing this
material.

6 Future Directions

Building on our experience we propose several potential paths
for future explorations.

Exploring new interfaces - Our work unified these models
under one type of interaction and inference. Future explorations
could involve designing new interfaces that reshape these models,
adjusting how input features and conditions influence behavior.
As noted, “variables can be exposed in different ways within
user interfaces” [20], which can guide models towards preferred
outputs.

Retraining on different data - As we discussed in Subsec. 4,
authors have expressed concerns on cultural scopes and dataset
limitations. Since “the choice of conditioning variables (along
with the choice of training data) outlines an initial set of limita-
tions that define how a model might be used” [20], retraining and
fine tuning models with different datasets could enhance model
versatility and relevance to other musical traditions.

Investigation into models - Delving deeper into the mod-
els - trough features exploration, latent manipulation, or cre-
ative (mis)use - could uncover new possibilities. As Jourdan and
Caramiaux suggest, “going beyond the framework of systematic
review to open the analysis to other archives”, recreating these
models enables reassessment and further discovery [30].

Frankenime - Finally, our recreation process leads us to the
idea of Frankenime, a speculative concept emerging from the
possible recombination and repurpose of models and datasets.
While still at an early stage, we draw from the idea of “zombie-
media” [27] that illustrates the unintended outcomes of modular
reuse. This resonates with the work by Murrary-Browne and
Tigas, who noted: “when encountering novelty through opaque
processes such as ML, it can be unclear whether what has been
created is a readily identifiable and imitable artefact of the tool
(such as a synth preset) or a unique avenue worth staking our
creative identity upon” [40]. Building on this, we question if these
deranged qualities emerge from the tools themselves, our mis-
steps in re-creation, or as artifacts of a new composition coming
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Figure 3: Bin’s five suggestions for a critical history of NIME [3] over our four suggestions for preserving DGM NIME:s.

to life? Does recursive reuse create disfigured Frankenimes or
graceful resurrections? Whether this is an indication of paths to
be pursued remains an open question.

6.1 Conclusion

In this paper, we first evaluated whether DGM systems presented
at NIME are still available, and afterward recreated a subset of
the non-available models. We have observed a need for more
documentation and supplementary material of DGM NIMEs, and
explored the consequences of the availability of documentation
through the replication and retraining of seven models, which we
open-sourced and made available for the community. Addition-
ally, by reflecting on our recreation process in light of reflection
on critical discourse on documentation in NIME, we developed
a number of strategies for NIME DGM research documentation.
We hope that this can lead to new critical and longevous ML
research in NIME.

Reducing the need for people to replicate the training process
is of both economic and environmental concern [? ]. Indeed, the
training process is often the most energy-intensive part of DGMs.
Recently, we can observe more active sharing of models with
the popularity of services like huggingface®. With this work we
hope to contribute to the creation of similar sharing platforms
for NIME.

7 Ethical Standards

In this research, we chose to recreate only the works that made
use of publicly available datasets, excluding systems that used
custom or private data of the original authors. As the perfor-
mance of these models was of less interest to us than the process
of recreating, we chose to work only on our laptop to minimise
energy usage in training models. Our aim was not to recreate
the works entirely, but investigate challenges in recreating small
parts of DGMs that sit within greater contributions. Albeit we did
not contacted the original authors during our recreation process,
relying solely on materials that were publicly accessible at the
time of writing, we still recognise the value of such communica-
tion and welcome dialogue on responsible reuse and authorship
within the community. Our thanks go to the original authors for
their great work.
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