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Figure 1: Neural Tides premiered at Project Area, Sónar+D, Barcelona, Spain, in 2024. Photo credit: Sónar Festival.

Abstract
Neural Tides is a neural network-based granular synthesizer that
examines plastiglomerates—hybrid formations of plastic and or-
ganic material in marine environments. The system maps sound
grains from oceanic field recordings to a navigable latent space
using autoencoders and clustering techniques, controlled via
hand gestures and touch. This interface physically connects per-
formers with sonic representations of anthropogenic material
transformations in coastal environments.
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1 Introduction
Neural Tides transforms environmental phenomena of the An-
thropocene into an interactive sonic experience. The project
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integrates machine learning systems into a physically musical in-
strument, where performers interact with environmental sound-
scapes through gesture and touch. The instrument enables embod-
ied interaction with environmental soundscapes, using neural
audio mapping to convert marine debris recordings into spa-
tialized, real-time synthesis. It invites performers to physically
engage with the entanglement of synthetic and organic materials
characteristic of the Anthropocene.

The project evolved from the collaborative soundscape piece
Wind Traces [3], which involved field recording and audio anal-
ysis on isolated islands in South Korea. These environments,
heavily impacted by marine debris, offered sonic and material
insight into plastiglomerates—geological hybrids of plastic fused
with sand, shells, and other organic matter [5, 12]. These artifacts
of the Anthropocene inspired the development of a performance
system capable of expressing material entanglement sonically
rather than visually.

Neural Tides does not generate sound autonomously. Instead,
performers navigate a latent audio space organized by spectral
features of environmental recordings. The custom-built, sensor-
driven interface allows performers to manipulate sonic textures
in real time, mirroring the physical processes of breakdown and
recombination seen in plastiglomerates.

This work contributes to AI-based sound synthesis, physical
computing, and ecological media art by embedding environmen-
tal data in a tactile, auditory instrument. The physical interface

https://creativecommons.org/licenses/by/4.0/legalcode
https://creativecommons.org/licenses/by/4.0/legalcode
https://creativecommons.org/licenses/by/4.0/legalcode


NIME ’25, June 24–27, 2025, Canberra, Australia Ahn, Millett, and Park

makes Anthropocene transformations directly accessible through
embodied user interaction.

Figure 2: Plastiglomerate objects found inHakrim-do. (Pho-
tograph by Seyeon Park)

2 From Visual Phenomena to Sonic
Experience: Plastiglomerates in Coastal
Areas

The conceptual and sonic material ofNeural Tides originates from
field recordings collected on two South Korean islands in 2022.
These locations were chosen for their distinct acoustic ecolo-
gies shaped by varying degrees of human and environmental
interaction.

On Hakrim-do, a sparsely populated island, the recordings cap-
tured subtle environmental processes: the movement of waves,
wind patterns, and the sonic residue of synthetic materials gradu-
ally breaking down. In contrast, Ulleung-do’s busier coastline fea-
tured a more dynamic and layered soundscape, combining indus-
trial activity—like ship engines and construction sounds—with
natural elements. These contrasting acoustic signatures provided
the foundation for the instrument’s exploration of synthetic-
organic hybridization [4].

Approximately nine hours of field recordings were captured,
of which four hours were selected for their spectral richness
and compositional diversity. Departing from the compositional
focus of previous works such as Wind Traces [3], Neural Tides
engages raw, unfiltered field recordings, transforming them into
performable material. The plastiglomerate—a hybrid of synthetic
and organic debris—serves as both sonic subject and conceptual
metaphor for this recombination (see Figure 2).

Unlike traditional ecological soundscape pieces [8, 15] that
document environmental conditions, Neural Tides actively trans-
forms field recordings. Just as these hybrid materials physically
merge synthetic and natural elements, the instrument recombines
and reshapes corresponding sonic elements.

3 Sound Analysis: AI-Driven Sonic Mapping
This section details the integration of audio analysis and AI com-
ponents into the physical instrument. We transformed spectral
features of environmental recordings into parameters for tac-
tile and gestural control, creating direct connections between
plastiglomerate-affected environments and performance actions.

Figure 3: Neural Tides Project pipeline (top) and MFCC
Analysis (bottom): MFCC coefficient matrix where the x-
axis represents time frames and the y-axis shows the 13
mel-frequency cepstral coefficients. Higher intensity val-
ues (brighter colors) indicate stronger presence of specific
spectral components.

3.1 MFCC Analysis and
Granular-Concatenative Re-synthesis in
Latent Space

The sound analysis process begins with segmenting field record-
ings into short audio grains, ranging from 10 to 50 milliseconds.
These grains isolate microtemporal features that allow for highly
flexible recombination and detailed control during synthesis.
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Each grain is analyzed using 13-dimensional Mel-Frequency
Cepstral Coefficients (MFCCs), a compact spectral representa-
tion grounded in human auditory perception [9]. MFCCs were
selected for their ability to capture the subtle timbral variations
found in coastal environments affected by plastiglomerates.

The resultingMFCC vectors are embedded into a two-dimensional
latent space using an autoencoder neural network [6]. This trans-
formation preserves perceptual relationships between grains, pro-
ducing a sound topology where spatial proximity corresponds
to timbral similarity. To delineate regions of the latent space,
k-means clustering is applied to groups of grains into coherent
sonic zones, while a KD-tree enables efficient nearest-neighbor
searches during performance [14].

This latent space visualization is rendered in real time using
three.js [1], providing performers with a dynamic visual inter-
face for exploring sound materials. Navigation through the space
becomes a compositional act by combining and reshaping frag-
ments. Poetically, this reflects the entanglement of anthropogenic
and organic sources.

3.2 Gesture-to-Sound Mapping and Software
Implementation

Performers navigate this space through a combination of Leap
Motion and Trill touch sensors [2]. The Leap Motion tracks hand
gestures—position, orientation, and velocity—producing a 47-
dimensional feature vector per frame (see Figure 4). A supervised
multilayer perceptron (MLP) interprets these features—compared
to ground truth gestures in the training set—and outputs an 8-
dimensional control vector. Based on Fiebrink and Cook’s ap-
proach [7], the MLP creates smooth transitions between gesture
states, giving performers precise, non-linear control over sound
selection and modulation.

Figure 4: 47-dimensional feature vector representing
gestural-tracking information routed to a neural network
that maps hand gestures to granular synthesis parameters.

The Max/MSP environment handled real-time gesture pro-
cessing and OSC routing to SuperCollider, where concatenative

re-synthesis was executed using the FluCoMa toolkit [13]. The
granular synthesis engine draws upon Curtis Roads’ foundational
work in granular synthesis and microsound [11], implementing
per-grain control over pitch, density, window shape, and spatial-
ization. This allowed the performer to engage with sound at a
microscopic temporal resolution, enabling transformations that
mirror the fragmentation and reformation processes observed in
plastiglomerates.

The system architecture integrates hardware and software
with low-latency communication. Rather than functioning as a
black box, the machine learning components form an integral
part of the performance feedback loop, directly connecting phys-
ical gestures to sonic transformations that mirror the material
processes found in coastal environments.

Figure 5: Two-dimensional projection of the learned latent
space showing the distribution of sound grains. Colors
indicate different sound categories.

4 Interaction Design: Connecting AI Systems
with Instrument Design

The design of the physical interface for Neural Tides is foun-
dational to its conceptual and functional aims. It embodies the
project’s core principle of translating ecological processes into
sonic interaction by embedding AI into an expressive hardware
system. This section details how custom hardware components,
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sensor integration, real-time software communication, and sus-
tainable design converge to form a unified performance instru-
ment.

Figure 6: Neural Tides interface layout (top) and compo-
nents (bottom)

4.1 Hardware and Software System
Integration

The instrument centers around the Teensy 4.0 microcontroller,
chosen for its processing speed and multimedia compatibility
[10]. It manages input from custom sensors and controls, en-
abling expressive, multimodal interaction. Six potentiometers
provide continuous control over synthesis parameters such as
grain density, pitch, grain size, reverb, and modulation depth (see
figure 6).

Touch interaction is facilitated by the Trill Square Sensor from
Bela [2], a high-resolution capacitive surface that detects position,
pressure, and multitouch gestures, allowing intuitive navigation
of the latent sound space. In parallel, the Leap Motion controller
captures 3D hand movement, offering mid-air control over pa-
rameters such as synthesis layer blending and spatialization (see
figure 1).

These interfaces support simultaneous manipulation across
multiple synthesis dimensions—for example, adjusting reverb
and grain size with knobs while selecting timbral layers via hand
gestures.

Sensor data is processed through a trainedMLPwithinMax/MSP
and routed to SuperCollider’s granular synthesis engine. As de-
tailed in Section 3.2, this system enables low-latency integration

between gestural input and timbral modulation, forming a seam-
less bridge between physical control and sonic output.

Real-time visual feedback is rendered in three.js [1], rein-
forcing the spatial metaphor of the interface and aiding perform-
ers in navigating the latent space. Together, these components
form a unified, embodied system where machine learning, ges-
ture, and ecological concept merge in real-time performance.

4.2 Meaningful Embodiment and
Sustainability

Neural Tides repositionsmachine learning as an embodied, perfor-
mative process rather than a distant computational abstraction.
The neural network is directly embedded into a tactile interface,
enabling real-time sonic feedback in response to nuanced phys-
ical gestures. This tight coupling between gesture and sound
expands the expressive potential of AI in live performance.

The instrument’s material construction reinforces its concep-
tual grounding. Fabricated entirely from biodegradable algae-
based filament, the enclosure reflects the project’s ecological
focus not only symbolically but physically. This alignment be-
tween form and theme ensures that sustainability is not merely
referenced, but actively enacted.

Designed in Autodesk Fusion 360 and 3D-printed with al-
gae bioplastic (see Figure 7), the enclosure integrates all sensing
components within a unified, portable structure. The use of sus-
tainable materials, coupled with embodied interaction, creates a
coherent systemwhere environmental data, performative control,
and material ethics converge.

Figure 7: 3D-Printed Enclosure with Algae-Based Filament.

5 Discussion and Conclusion
Neural Tides explores how machine learning can be transformed
from a disembodied computational tool into a tactile, performa-
tive instrument that enables embodied engagement with ecologi-
cal phenomena. Rather than functioning as a black-box system,
the neural architecture ismaterially and sonically present—translating
the spectral traces of marine debris into an interactive sound ex-
perience.

By embedding autoencoded field recordings into a latent space
and allowing performers to navigate it via gestural and touch
input, the instrument invites real-time exploration of environ-
mental fragmentation and fusion. These interactions mirror the
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physical characteristics of plastiglomerates, echoing how syn-
thetic and organic elements merge and mutate in the Anthro-
pocene.

Across exhibitions at a music festival, AI conferences, the sys-
tem has drawn interest from artists, musicians, and researchers
alike. Audience feedback frequently highlighted the unique imme-
diacy of the system—its ability to make invisible data perceptible
through gesture, and to translate environmental complexity into
intuitive sonic improvisation. Many noted that the system blurred
boundaries between listening, performing, and reflecting.

Looking forward, the project will explore generative neural
synthesis models that create new grains based on the learned
sonic space, expanding the instrument from one of navigation
to co-creation. Additionally, a transition to three-dimensional
latent space interactionwill support greater expressive resolution,
especially when paired with enhanced spatial gesture tracking.

Neural Tides suggests a future for sonic instruments grounded
not just in technological innovation, but in environmental and
perceptual accountability. As sonic interfaces become more intel-
ligent, they can also become more empathetic—serving as bridges
between data and the body, landscape and sound, abstraction
and action.

6 Ethical Standards
This research adheres to the ethical guidelines established by the
NIME community. Field recordings were conducted with minimal
environmental impact, and the instrument’s design incorporates
biodegradable materials to promote sustainability. No human
participants were involved, and all AI models were trained on
ethically sourced, non-sensitive data.
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For video documentation of Neural Tides, visit https://youtu.
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