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ABSTRACT

dB is a web-based interface that serves as a “drummer bot”
for exploring interactive groove-making experiences with an
AI percussion system. This system, leveraging Variational
Autoencoders (VAEs), transforms simple rhythmic inputs
into complex drum patterns with microtiming and dynam-
ics. Designed for accessibility and playfulness, dB is easily
operated via a computer keyboard, making it suitable for a
wide range of users. This paper outlines dB’s foundational
concepts, data collection, and a comprehensive overview of
system and interface architecture. We then present our pre-
liminary user study that investigated specific aspects of user
engagement, including joy and boredom states, as well as
perceptions of effort and control. The study’s results under-
score the musical background, expertise, and generational
differences as significant influences on user experiences. No-
tably, test conditions characterized by greater randomness
and rhythmic variation were consistently perceived as more
engaging, and emerging trends were observed in user re-
sponses diverging over time.

Author Keywords

Human-AI collaboration, rhythm pattern generation, vari-
ational autoencoder, generative models, user studies

CCS Concepts

•Applied computing→ Sound and music computing; •Computing
methodologies → Machine learning; •Human-centered com-
puting → Web-based interaction;

1. INTRODUCTION
Our body shapes our experiences [16]. Sound, the tac-
tile sensation of a button click, or the sight of a dancer
in motion all resonate through our physical and physiologi-
cal responses. Using the human body as part of the musical
instrument has been focal in new interfaces for musical ex-
pression (NIMEs) [39], with a variety of artificial intelligence
(AI) techniques being explored for action–sound mappings
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Figure 1: dB GUI features top-placed tempo, volume, and
model knobs. At the bottom are the re-generation trigger
and download buttons, and a piano roll is in the middle.

since the early 1990s [27] in addition to the growing interest
in interactive multi-agent systems [5, 40].

Yet, many studies in AI research today, including the
music generation domain, tend to presume a separation be-
tween the body and the brain, often overlooking the signifi-
cance of embodied interaction methods [9], which is partic-
ularly evident outside the NIME and interactive arts niches.

Therein lies a gap in comprehending what commonly en-
gages users in interactions with AI music generation systems
and what factors contribute to disengagement or boredom.
Addressing this gap calls for a broader and more inclusive
exploration of user studies, aiming to employ systems that
resonate with a wider and more diverse audience.

To that aim, we designed dB to generate grooves via
finger-tapping. We harness the fundamental appeal of rhythm
and groove [45] as foundational in our study, transcending
specific musical genres and styles, and emphasize the sim-
plicity of finger-tapping as an approach that enables par-
ticipation without prior musical knowledge. Here, the main
question we embark on is:

• How do users interact and perceive through finger-
tapping with a drummer bot in the browser?

This paper begins by outlining the background and key
concepts that guided the development. We then detail the
design principles and introduce the data and system com-
ponents of the current prototype. Finally, we share insights
from a preliminary study that explored the impact of vary-
ing randomness and rhythmic density conditions on user
experiences.



2. BACKGROUND
Central to all forms of musicking are the human body’s
roles in listening, playing, or dancing [37, 22]. Building on
this foundation, our previous research has explored the ca-
pacity of musical AI to interact with human performers’
bodily processes in real-time. This approach, termed “em-
bodied perspectives” by the first author [10], involved uti-
lizing bodily signals, such as changes in muscle activation,
acceleration, and orientation during sound production.
In one such study, we analyzed guitarists’ physiological

processes in the forearm muscles for predictive modeling of
action–sound relationships and developed “air instruments”
[11]. Another project trained intelligent agents to function
as musical partners, as in CAVI, where an AI model in-
terpreted the performer’s movements to generate control
signals for live sound processing [13].
Professional musicians who performed live with CAVI

consistently noted the need for the system to evolve be-
yond just tonal and rhythmic accuracy, especially in im-
provisational contexts. They stressed the significance of AI
understanding the meanings of gestures to establish a com-
municative bond with human musicians [12]. This requires
interpreting musical decisions alongside higher-level human
body motion aspects like mood changes or emotions ex-
pressed through facial expressions and physical movements.
Recognizing the importance of affective elements in musi-

cal communication, our research shifts focus toward under-
standing the nuanced expressions of user experiences, with
the goal of integrating them as part of the future systems
we develop. In this transition, we start from an interac-
tion scenario as constrained as finger-tapping, which acts as
a bottleneck between the human body and music-making.
This deliberate choice allows us to explore in what ways
such minimal bodily actions can shape how users “feel” in
creating grooves. By targeting a broader user group beyond
musicians and interactive arts enthusiasts, we aim to iden-
tify the differences and boundaries within and outside these
specialized niches.

2.1 Musical Rhythm Generation
AI techniques have extensively been applied to the broad
domain of audio and music generation [23, 48]. Notable
ones that focused on rhythm and groove are GrooVAE’s
sequence-to-sequence VAE network for drum patterns [17],
which is also the main inspiration for the presented work,
in addition to the “AI drummer” employing temporal con-
volutional networks for human improvisation response [30],
and the study of microtiming in Brazilian percussion [47].
Other innovative approaches include intelligent agents that

can learn drumming from human movements [41], condi-
tioning LSTMs for rhythm composition [29], generating EDM
rhythms with GANs [43], or exploring Transformer neural
networks for rhythmic pattern generation [32, 19].
Our project is informed and inspired by these diverse AI

music systems but diverges in its emphasis on developing an
accessible and engaging web application, hinging on three
core interdisciplinary concepts: Groove, playfulness, and
accessibility. The accessibility aspect relies on ease of use,
while playfulness is cultivated by combining groove-making
with varying levels of randomness and rhythmic density akin
to the model’s generative parameters.

2.2 Groove
In music psychology, groove is defined as an instinctive urge
to move in sync with a musical rhythm [46], hence funda-
mentally involving the body, moods, and emotions. Our

natural tendency for synchronization and rhythmic action–
perception coordination are important themes in music and
cognition research [26, 33]. The cross-cultural potential of
rhythm and groove makes it an ideal focus for our research
objectives of reaching diverse users. Moreover, the symbolic
data format’s efficiency in handling rhythmic and groove-
based information complements our approach.

2.3 Playfulness
The concept of playfulness puts an emphasis on surprise and
uncertainty over rules and conventions [28]. This approach,
akin to children’s“deliberate play,” is intrinsically rewarding
and considered foundational for specialization and expertise
[6]. Playfulness is also an important theme in developing
NIMEs [1, 42]. In our system, this translates to an envi-
ronment where users can easily explore a musical groove-
creation process that can be predictable and surprising at
the same time, a balance often suggested as a sweet spot
for groove experiences [38].

2.4 Accessibility
Accessibility is a key consideration among NIME practi-
tioners, often described as having a “low entry fee” [44],
to make NIMEs usable by individuals with limited or no
musical background [31, 15, 14]. Our design of dB reflects
this philosophy, aiming to be accessible to a wide audience,
regardless of their skill or affinity. dB’s browser-based op-
eration simplifies the user experience, eliminating the need
for additional setups. Additionally, our choice of data, fea-
turing straightforward groove patterns, was deliberate to
facilitate the connection with and understanding of the gen-
erated rhythms.

3. DATA AND REPRESENTATION
For AI research, the availability of annotated datasets plays
a crucial role. Notable examples in the realm of symbolic
rhythm and beat generation include the Magenta Groove
MIDI Dataset (GMD), which encompasses nearly 14 hours
of expressive drumming [17], and its Expanded version [3].
Another one is the TapTamDrum dataset of 345 patterns
played by skilled drummers [18]. These datasets are instru-
mental for research and maintaining objectivity.

However, the creative potential that lies in handpicking
and curating a dataset from the ground up represents an
often overlooked aspect. Drawing inspiration from the com-
positional use of data [13], our data collection included care-
fully listening to drum grooves, considering them at differ-
ent tempos, and selecting each sample individually. We
explored a variety of royalty-free MIDI drum groove collec-
tions, ranging from large libraries with hundreds of samples
to single files uploaded by individuals to online resources.
Due to the sheer number and variety of these resources,
listing each one is not feasible.

3.1 Curation
This project focused on eight-note beats commonly found in
rock and heavy metal. We restricted our dataset to grooves
in a 4/4 meter, avoiding shuffle or swing feels, and selected
more regular beats with minimal syncopation. This was
done to enable typical physical responses to music, such as
head-banging or body-swaying, often associated with en-
trainment. That is, the phenomenon of biological or me-
chanical systems rhythmically synchronizing, such as peo-
ple clapping in unison [4], and is considered a predictor of
joy and affective experiences [34].



3.2 Preprocessing
The preprocessing steps involved addressing the differences
in each MIDI file, such as varying lengths, number of tracks
and drum parts, and pulses per quarter note (PPQN) reso-
lution that denotes the number of pulses or ticks in a quar-
ter note. Upon the exclusion of fills and grooves with non-
4/4 time signatures, we tailored the metadata by setting
a consistent tempo, consolidating the note events into one
track and a fixed nine-part drum set, and standardizing the
PPQN to 480. This process yielded approximately 13,000
two-bar data segments, ready for further analysis and model
training.

3.3 Representation
We transform MIDI files into structured data representa-
tions, drawing on methods similar to those described in [17].
Each MIDI file is processed into four arrays: Hits (H), Ve-
locities (V ), Time Offsets (O), and Metadata (M). The H
array is binary, indicating note hits. V details the dynamics
of drum hits, and O captures microtiming deviations with
respect to PPQN, with both normalized within the ranges
of [0, 1] and [−1, 1], respectively. Metadata (M) includes
tempo and time signature information for model condition-
ing. This results in a comprehensive representation of each
MIDI drum groove across two 4/4 bars, quantized to six-
teenth notes.
We utilize two key functions in this transformation: fmap

for disaggregating MIDI data into arrays H, V , and O, and
fcompress for reducing H into a compact, one-dimensional
array Ht, as per the “Pattern Category” concept [35]. This
concept divides drum grooves into three rhythmic layers:
Downbeat, Backbeat, and Pulse. We focus on the Pulse
(P) layer, which typically includes hi-hats and ride cymbal
notes. We suggest that P intuitively resonates with finger-
tapping as there can be a natural correspondence between
the movement patterns in tapping with a finger and play-
ing cymbals with a stick. We aim to capture the full drum
groove’s essence in a singular dimension by processing this
layer into Ht.

H,V,O = fmap(MIDI,D) (1)

Ht = fcompress(H,P) (2)

The final data representation comprises H, V , O, M , and
Ht to combine the learned insights from multi-dimensional
arrays with an intuitive grasp of the rhythm offered by the
one-dimensional Ht array.

4. SYSTEM OVERVIEW

4.1 Model Architecture
At the core of our Variational Autoencoder (VAE) model’s
architecture is the processing of Ht arrays, which are quan-
tized representations of finger-tapped rhythms. These Ht

inputs capture only the rhythmic“hits”without any dynam-
ics or microtiming information. Once processed through the
model, these Ht inputs are transformed into full drum set
patterns encompassing Hits (H ′), Time Offsets (O′), and
Velocities (V ′) for all nine predefined parts of a drum set.
In the following, we briefly introduce the main components
of the model architecture as depicted in Figure 2.

4.1.1 Encoder
The encoder in our VAE architecture utilizes a bidirectional
long short-term memory (BiLSTM) layer with 512 units

designed to process the temporal patterns inherent in the
input Ht matrices, each comprising 32 timesteps. The in-
put of the BiLSTM is concatenated with Metadata (M),
specifically incorporating tempo information, to condition
the latent space parameters as in [36]. This methodology
ensures that the metadata influences the model’s output,
allowing the generation of tempo-aware rhythm sequences.

4.1.2 Latent Space
The encoder’s BiLSTM processes the Ht input and outputs
the conditioned latent space parameters: the mean (Zµ)
and the variance (Zσ). A dense layer then processes the
latent vector Z, which is sampled through reparameteriza-
tion, introducing controlled randomness into the model’s
generative process:

Z = Zµ + Zσ ⊙ ϵ, ϵ ∼ N (0, I). (3)

The sampled latent vector Z is subsequently concatenated
with the original Ht and M inputs. This technique of “skip-
ping” connections as in [21] ensures that both the tapping
and meta information are preserved and condition the de-
coding process, facilitating a more accurate reconstruction
of the rhythm patterns.

4.1.3 Decoder
The decoder reconstructs the rhythmic patterns from the
latent space representation. It utilizes a series of two unidi-
rectional LSTM layers as in [36], each followed by a dropout
layer to prevent overfitting. At the last stage, time-distributed
dense layers with specific activation functions –softmax for
Hits, sigmoid for Velocities, and tanh for Time Offsets–
shape the outputs to the expected dimensions.

4.2 Training
The training process is auto-regressive to anticipate future
steps in a sequence. For better model selection, we used
K-Fold cross-validation [20], evaluating data across various
segments. Here, only the“tapping”matrices (Ht) are passed
to the Encoder LSTM, then conditioned with M). The
Decoder’s outputs (H ′, V ′,O′) are then compared with the
original (H, V , O) matrices to compute the loss.

The model is trained using a composite loss function, L,
which combines categorical cross-entropy for the Hits with
mean squared error for the Velocities and Time Offsets:

L = LCE(H, Ĥ)+λV · LMSE(V, V̂ )+λO · LMSE(O, Ô), (4)

where LCE is the cross-entropy loss, LMSE is the mean
squared error loss, and λV and λO are the weighting terms
for the respective losses.

Additionally, a Kullback–Leibler (KL) divergence loss is
included to regularize the latent space by penalizing devia-
tions from the assumed standard normal distribution:

LKL = −1

2

∑
(1 + log(σ2)− µ2 − σ2). (5)

The KL loss, scaled by a factor β, balances reconstruc-
tion fidelity with latent space regularization. We train the
network using this overall loss function together with the
Adam optimizer [24].



Figure 2: A simplified diagram of dB’s model architecture. Tapping inputs (Ht) that are derived from the pulse layer of
the original drum grooves (H) are fed into the encoder, and metadata (M) is utilized to condition the model. The encoder
produces the parameters Zµ and Zσ for the latent space, where a random variable ϵ is introduced to generate the latent
variable z through reparameterization. This latent variable is then concatenated with the encoder’s outputs to enhance the
decoding process. The decoder generates the predicted outputs H ′, V ′, and O, and the main loss is computed by comparing
these with their true counterparts.

4.3 Sampling and Generation
The trained model generates new outputs as H ′, V ′, and O′

arrays derived from the finger-tapped Ht matrices. In addi-
tion to passing the tapping inputs to the model, the browser
interface offers knobs and buttons to control tempo, sam-
pling, and thresholding parameters, all contributing to the
conditioning of the inference. In the following, we discuss
the core methods of our generative processes.

4.3.1 Latent Space Sampling
The encoder computes two key vectors for any given input:
the mean vector µ and the standard deviation vector σ.
A point z from the latent space is then sampled using the
following equation:

z = µ+ ϵ · σ, (6)

where ϵ is a random noise vector drawn from a standard
normal distribution. This sampling method introduces con-
trolled randomness into the generation process, where the
magnitude and direction are dictated by ϵ.

4.3.2 Probability Distribution Shaping
We utilize the softmax function to shape the probability
distribution of the outputs. This function converts a vector
of raw scores s into a probability distribution P :

P = Softmax(si) =
esi/T∑
j e

sj/T
, (7)

The temperature T acts as a scaling factor to the logits
prior to the softmax function. A higher temperature (e.g.,
T > 1) increases the randomness of the outputs by flatten-
ing the probability distribution. On the other hand, a lower
temperature (e.g., T < 1) results in more deterministic out-
puts, sharpening the distribution and thus yielding higher
model confidence levels.

4.3.3 Output Manipulation
Additionally, dB incorporates three generative techniques
for manipulating the latent space. The first technique intro-
duces controlled randomness to the latent vector, enriching
the variety of the outputs. This process can be represented
as z′ = z + N (0, σ2), where z is the original latent vector
and N (0, σ2) denotes the Gaussian noise.

The second technique explores the neighboring regions
of the latent space for smoother transitions, adjusting the
vector randomly in those regions. This is expressed as z′ =
z + δ · direction, with δ representing the exploration factor.

Lastly, the system employs a blending method between
current and previous latent points to ensure smooth transi-
tions and maintain coherence in the groove sequences gen-
erated subsequently. This interpolation is defined as z′ =
αz1 + (1 − α)z2, where z1 and z2 are latent vectors being
interpolated, and α is the blending factor.

4.3.4 Dynamic Thresholding
In conjunction with sampling and generative techniques,
dynamic thresholding plays a critical role in terms of the
groove’s rhythmic density. This user-controlled parameter
adjusts the threshold level applied to the output probabili-
ties. Here, the user determines how the generated softmax
probabilities are translated into actual note-on events in the
H ′ matrix. Thus, a lower threshold allows for the inclusion
of less likely drum hits, potentially with more rhythmic den-
sity. Or, higher temperatures can yield outputs with lower
confidence levels. Such outputs might result in sparse or
even no generation without dynamic thresholding when, for
example, a high threshold is used. Therefore, a careful cal-
ibration of the temperature and threshold is essential to
balance the novelty of generated rhythms with the model’s
confidence in its predictions.

4.4 User Interface
The user interface is based on a client-server architecture,
where the front-end application interacts with the back-end
server that executes the trained model and data processing.

4.4.1 Back-end
The back-end, implemented in Python and TensorFlow, is
responsible for passing the tapping inputs and generation
parameters to the trained model, post-processing the gen-
erated outputs, and sending them back to the client. Once
the generation is complete, the output that comprises H ′,
V ′, and O′ matrices is converted into a MIDI object using
the Mido MIDI library.1 This MIDI object is then encoded
into JSON-formatted MIDI bytes and sent back to the front-
end.

1https://github.com/mido

https://github.com/mido


Figure 3: An overview of dB’s signal flow. The user inputs finger-tapped rhythmic patterns. The VAE model generates
drum grooves broadcasted as MIDI messages for playback and visualized as a piano roll.

4.4.2 Front-end
Our front-end application, developed with HTML, CSS, and
JavaScript, offers a user-friendly interface for rhythm in-
put and parameter adjustment via a computer keyboard.
It combines the functionalities of handling interactive wid-
gets, pre-processing of finger-tapped rhythms, communicat-
ing them with the back-end via Ajax requests, parsing &
broadcasting the fetched MIDI data, and data visualiza-
tion. The audio engine, responsible for sonifying tapped
rhythms, metronome ticks, and drum audio sampling, is in-
tegrated within these modules. Web Workers are utilized to
manage server requests and handle the asynchronous fetch-
ing of data, MIDI queuing, and clock synchronization.

4.4.3 Interaction Design
The interactive controls include knobs to adjust metronome
BPM, click volume, sampling temperature, and threshold
settings (Figure 1). At the center lies a piano roll, created
with p5.js2 to visualize the finger-tapped inputs and gener-
ated drum grooves. The lower section houses buttons for
initiating the generation of new outputs based on the last
tapping inputs and MIDI file download options.
As shown in Figure 3, user interactions with dB involve

tapping rhythms using the space bar and storing them with
the ‘A’ key on the keyboard. Accompanied by blinking
lights and sounds, this setup provides clear feedback. Users
can adjust the stochasticity of outputs through temperature
and threshold knobs, balancing control, surprise, and rhyth-
mic complexity. Similar to our constrained “bottleneck” in-
teraction strategy based on finger-tapping, this approach
aims for a more concentrated creative exploration.

4.4.4 Audio Output
The audio output functionality is composed of:

1. A broadcasting script that employs the Web Audio
and Web MIDI3 APIs for MIDI parsing, clocking, note
scheduling, and looping.

2. A queuing system based on Web Workers, which or-
chestrates the sequence of operations from receiving
tapped rhythms to fetching back the generated MIDI
bytes and timing the playback.

3. Drum sampler and audio effects (EFX) scripts built
with Tone.js,4 serving as a virtual percussion instru-
ment. This allows for flexibility in audio playback,
including the option to route MIDI events to external
instruments.

4.4.5 Deployment
The dB application is hosted on a virtual machine under the
Norwegian Research and Education Cloud (NREC) scheme.
2https://p5js.org/
3https://github.com/djipco/webmidi
4https://tonejs.github.io/

It employs Gunicorn5 and Nginx6 web servers for deploy-
ment. As the application server, the former manages and
executes application logic, while the latter serves as the
front-facing server, handling static content and directing
dynamic requests to Gunicorn.

4.4.6 Error handling
We incorporated safeguards in our system for MIDI parsing,
data integrity, and client-server communication. These in-
clude checks for negative MIDI delta values to prevent con-
version errors, mechanisms to handle potential empty arrays
generated due to specific sampling and threshold values, and
adaptations for different user inputs, such as adjusting for
single taps or truncating lengthy sequences.

5. EXPERIMENTS
Following the implementation of dB’s functional prototype,
a preliminary study was conducted with 63 participants to
probe their experiences in interactive groove generation.
This study primarily investigated boredom, good feeling,
control, and tiredness experiences under varying tempo,
randomness, and rhythmic density conditions.

5.1 Setup
The user study interface (Figure 4) was a simplified version
of the original design (Figure 1). This simplification aimed
for participants to focus on rhythmic play and improvisation
in a controlled environment with pre-determined parameter
combinations for each test condition.

5.2 Procedure
We used the dB system within a master’s course at the De-
partment of Informatics, University of Oslo. Each student
conducted the study using a consistent framework and re-
ported findings, while the students themselves did not act
as participants, nor was participation part of mandatory
coursework. This method engaged a diverse participant
pool from the social spheres of conductors.

The 30-minute study included an introduction, an ini-
tial questionnaire, a practice session, and nine randomized
2-minute dB interaction sessions, each followed by a sur-
vey, and concluded with a final questionnaire. Participants
inputted three tapped rhythms in each session under pre-
defined parameter conditions detailed in appendices (A).

The conductors followed a detailed protocol for collecting
consent forms and gathering the data. Responses were mea-
sured on a 5-point Likert scale ranging from “strongly dis-
agree” to ‘agree strongly,” and “none” to “very much.” Data
from 11 participants were discarded due to inconsistencies,
leaving 468 analyzed interaction tasks from 52 individuals
(µage = 29.79 [15, 74] SD = 12.50, 19 females, 1 nonbinary,
32 males).
5https://gunicorn.org/
6https://www.nginx.com/

https://p5js.org/
https://github.com/djipco/webmidi
https://tonejs.github.io/
https://gunicorn.org/
https://www.nginx.com/


Figure 4: Simplified user study interface. In this version,
all parameters are pre-determined except for the conductor
controls: a Study Button for initiating new study conditions,
a Test Button for system setup or testing, and a checkbox
to Pause the auto-reload, set to a 2-minute interval, when
more time was needed (e.g., for questionnaire completion).

6. RESULTS
Acting as meta-conductors, we further analyzed the data,
extracted the trends and statistically significant results, and
synthesized them under four emerging areas: How a user’s
musical affinity affects their interactions with the system,
how the control dynamics and previous NIME experience
play a role, how different sessions’ unique parameter combi-
nations of temperature, threshold, and tempo influence the
user experiences, and how age impacts the engagement.
We started our investigation with how musical inclination

affects user engagement with the dB system, dividing partic-
ipants into two archetypical groups: Musicking (23 student
or semi-professional musicians and avid music listeners) and
Non-musicking (29 averagely interested in music and not
particularly interested in music). These categories initiated
the exploration in the following sections.

6.1 User Engagement and Musical Affinity
We scrutinized participant responses to four principal state-
ments —“I felt bored,”“I felt good,”“It was tiresome,”and“I
felt inspired”— which were evaluated after each session. Fol-
lowing significant deviations from normality as indicated by
the Shapiro-Wilk test, we investigated these specific user ex-
periences in connection to musical affinity and background
through non-parametric Kruskal-Wallis H tests.
A direct comparison between the archetypical groups ini-

tially did not reveal significant differences. We then re-
fined our analysis by specifically considering participants
who have (1) some familiarity with improvisational music,
(2) some experience with NIMEs and interactive systems,
and (3) who reported exerted effort levels at or above av-
erage and (4) higher ratings for the system’s influence on
their musical choices.
This targeted approach led to significant differences. The

Non-Musicking sub-groups generally reported more posi-
tive experiences, feeling more content, less bored, less fa-
tigued, and more inspired. The exceptions were the “It was
tiresome” ratings based on NIME experience (p = 0.054)
and the “I felt good” ratings based on the exerted effort
(p = 0.102). Details of these findings are displayed in Fig-
ure 5.

Figure 5: Comparison of average ratings between Musicking
and Non-Musicking groups using medians (marked by ‘x’)
and means (circles). Bootstrap confidence intervals (CI) il-
lustrate the range of estimations and overlaps, reflecting the
variability in responses. The Kruskal-Wallis test assesses
the statistical significance of differences between groups for
each statement, with F and p-values provided below the
statements.



Furthermore, we performed a preliminary temporal anal-
ysis of responses by normalizing participants’ total study
durations using response timestamps and calculating aver-
age responses within fixed time windows. The regression
analysis, as illustrated in Figure 6, uncovered patterns that
indicated a decline in both groups’ boredom levels towards
the study’s conclusion, while the Musicking group’s fatigue
trend increased, unlike the others.

6.2 NIME Familiarity and Control
We further narrowed our focus on the users’ backgrounds
and prior experiences, particularly knowing that individu-
als familiar with NIMEs and interactive systems tend to
experience diverse control and interaction dynamics. Such
individuals are typically more attuned to their influence on
the output and often comfortable with waiving control to a
generative system. Thus, participants were categorized as
no experience ones who rated their experience with interac-
tive musical interfaces as 0, and those with prior experience
who had a rating of 1 or above in the pre-study question-
naire. Perceived control was derived from the responses to
a question in the post-study survey, “Who had the over-
all control of the interaction?,” with below-average ratings
indicating that the participant felt less control and above-
average indicating felt more control.

Table 1: Participant categories based on their self-assessed
experience with NIMEs and their perception of control dur-
ing the interaction.

felt less control felt more control

no experience
group 1 group 2

(15 participants) (13 participants)

prior experience
group 3 group 4

(12 participants) (12 participants)

To streamline the testing process, we pre-determined pa-
rameters (see Appendix A for the details of test conditions)
across three discreet Tempo, Temperature, and Threshold
levels, and we applied the Friedman test for non-parametric
ANOVA by ranks, which is ideal for situations where mul-
tiple participants rate a series of conditions. Group 3, with
the statement “I felt bored,” displayed marked rank differ-
ences in comparison to other groups.
Post hoc Nemenyi test for comparisons of all sessions

against each other determined significant variations in bore-
dom levels between sessions S1,mid and S3,mid, as well as
session S2,slow and S3,mid:

“I felt bored”
(group 3)

:

{
S1,mid vs. S3,mid, z = 4.690, p = 0.045

S2,slow vs. S3,mid, z = 4.432, p = 0.003

(8)
This suggests that Group 3 participants, with prior ex-

perience with NIMEs and interactive systems and who felt
that dB had the overall control, were more attuned to changes
in model generation parameters. They reported less bore-
dom in sessions characterized by increased randomness (such
as Session 8), as detailed in the session parameter combina-
tions (A). Notably, when we substituted NIME familiarity
with the improvisation experience, the pattern persisted,
although only the boredom variance between Sessions 4
(S2,slow) and 8 (S3,mid) reached significance (p = 0.0102).

6.3 Generation Parameters and Their Effect
The results from the repeated measures ANOVA, with ses-
sion identifiers as a key variable, indicated significant dif-

ferences (F = 3.133, p = 0.004), specifically in the “I felt
bored” statement across test conditions. The Greenhouse-
Geisser correction was applied due to the violation of spheric-
ity, as indicated by Mauchly’s test. The correction factor
(ϵ = 0.8139) was used to adjust the degrees of freedom.
The key findings of the post hoc analysis included signifi-
cant differences in boredom levels, as shown in Table 2 and
Figure 7.

Table 2: The post hoc Tukey HSD test results show that
Sessions 8 (S3,mid) and 9 (S3,fast) received significantly
lower boredom levels.

A B Mean diff. T-stat p-value
S1,slow S3,mid 0.5 3.01 0.004
S1,mid S3,mid 0.46 3.05 0.003
S2,slow S3,mid 0.57 3.48 0.001
S2,slow S3,fast 0.46 3.15 0.002
S2,mid S3,mid 0.4 3.27 0.001
S2,fast S3,mid 0.48 3.4 0.001

The results for other session comparisons did not reach
the threshold for statistical significance after applying the
Benjamini/Hochberg FDR correction adjustment for mul-
tiple comparisons. As for general trends, S3,mid, followed
by S3,fast, was marked as the session with the most dis-
agreement among participants regarding feeling bored –as
opposed to session S1,slow, S1,mid and S2,slow– depicted in
Figure 8. These results provide valuable insights into how
different session conditions influenced participants’ experi-
ences of boredom.

6.4 The Age Factor
As for demographics, we observed distinctions in connection
to the age group. Participants from the so-called Genera-
tion Z cohort (aged 15–26 years), born in 1997 and younger
[8], varied in their responses compared to older participants
(27–74 years). The Shapiro-Wilk test, applied to the “I
felt bored,” “It was tiresome,” and “I felt good” responses,
yielded Test Statistics as 0.835, 0.830, and 0.881, respec-
tively (all p < 0.001), indicating significant deviation from
normality in the data. This suggests age-related differences
in interaction with music AI systems. Further analysis us-
ing linear mixed models (LMMs) regression confirmed the
findings partly:

• “I felt good” (β = 0.386): “Positive feelings tend to
increase with age” (p = 0.003)

• “It was tiresome” (β = −0.160): “Tiredness tend to
decrease with age” (p = 0.187)

• “I felt bored” (β = −0.615): “Boredom levels tend to
decrease with age” (p < 0.001)

These results imply that older users tend to feel better
and less bored, while age may not significantly affect the
users’ tiredness.

7. DISCUSSION
We grouped participants based on their musical affinity, re-
flecting the concept of musicking [37]. This archetypical
grouping did not significantly differentiate their experiences
of enjoyment, fatigue, inspiration, or boredom. However,
further segmentation based on participants’ prior knowledge
and specific aspects of their physical and sensory involve-
ment with the system revealed nuanced patterns in user
responses (Figure 5).



(a) Musicking (b) Musicking

(c) Non-musicking (d) Non-musicking

Figure 6: Dots represent the mean scores of each group’s ratings over the course of the study, and the linear regression line
indicates the trend.

The Non-musicking group generally reported more pos-
itive experiences, indicating dB’s accessibility. Yet, closer
inspection across different sub-groups showed that higher
effort levels and a perceived lack of control uniformly af-
fected user engagement, regardless of musical affinity. This
points to an embodied perspective in user interactions.
Notably, participants with prior NIME experience regis-

tered higher inspiration levels, especially those who identi-
fied as Non-musicking. This suggests that individuals with
limited musical interest might engage with interactive music
systems, potentially drawn by technological or playful as-
pects. Participants familiar with improvisation consistently
reported higher positive feelings, indicating that such famil-
iarity can contribute to engagement with novel interactive
experiences.
We focused further on the statement “I felt bored,” as

it frequently showed significant variance. Participants with
NIME experience who perceived dB as more controlling re-
ported less boredom in sessions with higher randomness and
rhythmic density. This hints that engagement is influenced
by the comfort in sharing control and interaction agency.
When we examined the divergence in responses over time,

we observed that participants tend to become less bored,
suggesting a possible mastery growth (Figure 6). The Mu-
sicking group, however, displayed increased fatigue, poten-
tially due to the system becoming too monotonous or uncon-
trollable. Despite this, they felt more room for exploration
than Non-musicking participants (Figure 9b).
Comparing session means in Table 2 revealed that ses-

sions S3,mid and S3,fast were less boring that sessions S1,slow,
S1,mid, S2,slow, S2,mid and 22,fast across all participants.
This pattern, as illustrated in Figure 7, indicates that ran-
domness, rhythmic variation, and medium to faster tempos
are less likely to bore participants. This highlights surprise
as a critical aspect of a playful experience, stressing some
recent findings on what makes interactive arts engaging [25].
Furthermore, Gen Z participants experienced more bore-

dom and less positive feelings compared to older ones. While
this relates to broader trends in media consumption and

attention spans among younger generations, it is beyond
our scope yet useful for future research and designing age-
specific user experiences.

Key limitations in our study included the use of a com-
puter keyboard for interaction, which could impact the sense
of control due to variable build quality and responsiveness.
One participant noted dB’s lack of “high-resolution,” high-
lighting this issue together with the limited quantization
of finger-tapped rhythms. This echoes the difference be-
tween interaction and influence, where the latter rather has
longer-term effects without explicit, direct causality [2].

Another key limitation, also a critical challenge in mu-
sic AI, lies in the lack of perceptual validation methods for
loss and accuracy. Our initial method for translating drum
grooves into finger tapping ([35]) led to better results than,
for example, compressing all drum layers into one dimen-
sion. Still, it inevitably calls for further study to model the
congruity between physical actions and musical rhythms.

Notably, a considerable proportion of participants did not
report “feeling skillful,” as seen in Figure 9a. This might re-
late to an insufficient sense of ownership, highlighting the
need for a better balance between surprise and controllabil-
ity in crafting playful experiences. Nevertheless, most users
found dB’s output coherent and the interaction engaging
overall, as indicated in Figure 9c.

8. CONCLUSION
This paper introduced a web-based drummer bot, dB, and
explored interactive groove-making experiences with it. We
presented the system components, setting the stage for our
preliminary user study. The results highlighted how musi-
cal background and personal experiences can significantly
shape users’ interactive experiences. Intriguingly, we found
that higher randomness and rhythmic variation tended to
be less boring, indicating a connection between complex-
ity and user engagement. These findings provide valuable
insights for future efforts aimed at creating more inclusive
and engaging experiences with AI music systems.



Figure 7: Charts showing Tempo, Temperature, and
Threshold combinations, all in the 1 − 3 range, with the
mean “I felt bored” ratings normalized to the same range.
Sessions 8 (S3,mid) and 9 (S3,fast) parameters yielded sig-
nificantly lower boredom means, while the parameter com-
binations of other sessions received higher boredom ratings
on average. We observe that the combination of higher
randomness (Temp.) and low rhythmic density (Thresh.)
positively affected users’ engagement.

dB can be accessed at https://2groove.live/. We shared
the code and the curated dataset at a public repository
at https://github.com/cerdemo/2groove, inspired by the
Open Research practices. Committed to an iterative re-
search and design process, we aim to conduct more targeted
studies on musical human–AI interactions, drawing on the
knowledge gained from this initial exploration.
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APPENDIX

A. TEST CONDITIONS
We categorized each test parameter into three distinct lev-
els: low, mid, and high, forming a series of predetermined
pairings that contrasted temperature and threshold, with
one exception where both parameters were equally set to
mid. Table 3 elucidates the interplay among three dimen-
sions: tempo, temperature, and threshold.

The session number (s), temperature (t), and threshold
(θ) correlate through the function C(s, t, θ), which is defined
as:

C(s, t, θ) =


slow, if s ∈ {1, 4, 7},
mid, if s ∈ {2, 5, 8},
fast, if s ∈ {3, 6, 9}.

Here, a “slow” tempo corresponds to 60 beats per minute
(BPM), “mid” to 90 BPM, and “fast” to 120 BPM.

Table 3: Cross-tabulation of session labels with associated
temperature and threshold parameters. The table is divided
into three temperature categories: low, mid, and high. Each
temperature category has three threshold levels: high, mid,
and low. The session labels (Sx,y) denote specific combina-
tions of tempo (slow, mid, fast) and sequence number (1 to
3), arranged vertically by tempo and horizontally by tem-
perature level.

temperature
low mid high

threshold
high mid low

tempo

slow S1,slow S2,slow S3,slow

mid S1,mid S2,mid S3,mid

fast S1,fast S2,fast S3,fast
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