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ABSTRACT
Digital music technology is a catalyst for transforming the
way people listen to music and creates new avenues for cre-
ative interaction and expression within the musical domain.
The barrier to music creation, distribution and collabora-
tion has been reduced, leading to entirely new ecosystems
of musical experience. Software editing tools such as digital
audio workstations (DAW) allow nearly limitless manipula-
tion of source audio into new sonic elements and textures
and have promoted a culture of recycling and repurposing of
content via mashups and remixes. We present a multi-touch
application that allows a user to customize their listening
experience by blending various versions of a song in real
time.
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1. INTRODUCTION
Humans are becoming more exposed to hyper-customization
of the experiences we have through the use of technology.
From the games we play to the television shows we watch to
the food we eat, customization is becoming more prominent
and desirable in our everyday lives. This trend is particu-
larly noticeable in the media we interact with and consume.
Music videos are generated based on personal information
and dynamic music in video games responds to the actions
of players. The desire for more control and customization
over media content has led to an expansion in the modes of
interaction we have with music and audio.

While the digital domain resulted in entirely new chan-
nels for acquiring music, the expanding popularity of mobile
devices has revolutionized the way we consume music on a
more personal level. The amount of storage and processing
power in mobile phones opens up the possibility to dynam-
ically alter media content at the user level in real-time.

We introduce an application that puts control over the dy-
namics and evolution of a song in the hands of the listener.
The interface enables the user to blend a series of versions of
a single song into a personalized mixture, instantaneously
updating the properties of the mixture as they listen. The
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result is that the listener explores the song over time and
the parameter space we provide them, discovering nuances
and interactions in the material that is not evident during
an initial listening. By tracing a path on the touch screen,
the characteristics of the song change from Rock to Acous-
tic to Electronic to Ambient. The application operates in a
single-track mode where a single cursor blends the versions
of the song and a multi-track mode where the listener has
control over each instrument layer individually.

Several songs were created for the application using this
four genre format. Although all of the songs follow the same
template, this is certainly not a necessity and every artist
or producer could parameterize the space as they see fit.

In the following section, we present background informa-
tion on the technology and similar interfaces that led to
the development of the MultiMixer. Section 3 describes the
functionality and development of the application as well as
the content generation process, followed by a discussion of
the interface in Section 4.

2. BACKGROUND
The value of the mobile device for creating and interact-
ing with music was explored in detail by Essl et. al. [2].
The wide variety of input sensors (accelerometer, gyroscope,
proximity sensor, GPS, etc.) accelerated the development
of increasingly interactive mobile music technologies. Multi-
touch capability was specifically mentioned as one of the
most significant drivers of innovation.

Savage et. al. report an interactive DJ interface for en-
gaging a live audience [9]. Their application enables users
to mix and apply effects to music based on simple gestures
to help DJs maintain focus on their audience rather than
on technical concerns.

Carrascal et. al. present a multi-touch mixing control
surface deployed on the Reactable tabletop user interface [1,
4]. Their interface eschews the traditional mixing paradigm
of knobs and sliders that is common in digital mixing ap-
plications to create stages that use spatial location in a pa-
rameter space to modify panning and auxiliary effects. The
interface communicates via OSC to a digital hardware mixer
that applies the proper settings to each audio channel. Each
channel (stereo or surround) can be positioned freely in a
two dimensional space and the user can select a listener po-
sition, easily creating the desired spatial parameterization
for each track.

Forsyth et. al. introduce a remix application that lever-
ages a dual time axis representation for manipulating audio
[3]. This architecture allows a user to place simple shapes
(squares and rectangles) to select regions of audio for play-
back. The dimensions of the shape simultaneously time-
stretch or compress the length of the sample that is selected
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via the dual time axis representation.
A recent trend is for musicians to release tracks or albums

as applications for mobile devices that provide some means
of interaction with the material through audio manipulation
or video accompaniment. One of the first such releases is
The Polyphonic Spree song Bullseye, which follows an an-
imated character through a short narrative. Although the
audio does not change, the user’s actions effect the visuals
on the screen. An early implementation of an album ap-
plication is the Bjork release Biophilia, which comes with a
separate visualization or simple game for each song. Pas-
sion Pit released two tracks with their Gossamer applica-
tion, which provides a visualization for each track as well as
a version that allows users to remix the song by activating
various loops created from the source material.

There have also been several remix applications released
for mobile platforms by companies such as Romplr and Fu-
ture Audio Workshop for artists such as Soulja Boy and
Deadmau5. An application by RjDj, the Rj Voyager, incor-
porates real-time effects with loops that can be manipulated
in a 2D parameter space. Artists can create scenes using an
accompanying software package to deliver a song in a format
that Rj Voyager can read.

These applications form two general categories, those that
are an accompaniment to the song and those where the user
is required to generate the audio themselves using content
from the song. Our application bridges the gap between
these two classes. It is not a true remix application where
the user is required to start from nothing and build a song
with segments or loops from the artist content. It is also
not a passive accompaniment where the song plays basi-
cally unchanged while the user interacts with some visual
representation.

3. IMPLEMENTATION
The MultiMixer application presented here is designed to
give a listener control over the evolution of a song. We
present two versions, one where the user traverses the space
via a single cursor and one where we take advantage of the
multi-touch capabilities of the device to expose the multi-
track nature of the recording to the user. We develop the
application for deployment on Apple iOS devices, a demon-
stration of the application is available online1.

3.1 Single-Track MultiMixer
By navigating a cursor throughout a continuous two dimen-
sional space, the user seamlessly blends the various versions
of the song. In this particular realization, four different ver-
sions of a song are created and associated with a corner of
the application. Each colored region is associated with a
specific instrumentation as well as a characteristic produc-
tion technique. Figure 1 depicts the layout of the interface
as well as the organization of the songs within the space.

The gain for each track is determined by the position in
the space

gk = 1− d(pk, c). (1)

Here, pk is the point of origin for the kth version, c is the
location of the cursor and d(·) is the euclidean distance in
the xy plane created by the multi-touch surface. The co-
ordinate space is normalized to be unit length on each side
prior to calculating the gain values. This results in an at-
tenuation of approximately −6dB at the midpoint of the
edges and an attenuation of about −10.6dB at the center
of the space for each track. At any given corner, the gain of

1http://music.ece.drexel.edu/research/StructuredAudio

Rock Electronic

Acoustic Ambient
Figure 1: Screenshot of the application interface.
Each corner (color) is associated with a different
version of the song. Moving the cursor thoughout
the space determines the blend between the various
audio streams.

the song associated with that corner is unity and the gain
of all other tracks is −∞dB.

Each version plays continuously in a loop and has the
gain value applied to it in real-time. It is essential that
the content is time aligned for the application to function
properly. Given that all of the audio must create a coher-
ent mixture at all times in the playback phase, the content
must be generated specifically for the application. We now
discuss the process of creating and deploying content in the
MultiMixer.

3.2 Creating Content
The content streams are created in full prior to being pack-
aged in the application, therefore careful consideration must
be made regarding the interaction between the various ver-
sions and mixes of the individual songs. The producer/mixing
engineer and artist involved in developing the songs for the
application work very closely to ensure that any combina-
tion of tracks associated with each version will fit well to-
gether when played back simultaneously.

Another consideration in song selection and recording is
that the structure and harmony must be malleable enough
to be adapted into four distinct genres with different instru-
mentations and production techniques employed in record-
ing and post-processing.

Import To 
Mobile
Device

Create Stems

Upper Left

Upper Right

Lower Left

Lower Right

Figure 2: Workflow process for creating the tracks
to upload on the mobile device. Some instruments
(yellow) are reused in all versions utilizing different
processing effects. The final result is a set of stems
for each version.
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Genre/Style Instrumentation Techniques

Rock Bass, Drums, Vocals, Keyboards Parallel Drum Compression
Strings, Elec/Acoustic Gtr

Electronic Synth Bass, Drum Machine, Percussion Glitch, Sidechain, Vocal Distortion
Vocals, Keyboards, Strings Panning Sweeps, Heavy Reverb/Delay/Filtering

Ambient Piano, Strings, Vocals More Reverb, Light Compression
Synth Pads

Acoustic Acoustic Guitar, Vocals Dryer Vocals, Light Compression
Percussion

Table 1: Characteristic instrumentations and production techniques for the different versions of the songs
in the MultiMixer.

There are three songs recorded for the MultiMixer (Ghost
Party, The Curtian and Tired Eyes) each tracked and pro-
duced specifically for the interface. The four versions of
each song utilized a variety of instrumentations as well as
different processing techniques.

• Version 1 (Rock) - This is the main version of the
song and features mostly live instruments and an in-
die/rock feel.

• Version 2 (Electronic) - A version containing mostly
electronic and synthesized instruments.

• Version 3 (Acoustic) - The instrumentation is sparse
with acoustic guitar, vocals and a few select textures
from the other versions.

• Version 4 (Ambient) - Another sparse version but
with a more airy, ethereal feel relying on ambient pads
and piano.

Where possible, the same layers are used in multiple ver-
sions of the song, and once each version is finalized, the
proper tracks are exported to create stem files for each rep-
resentation. Table 1 shows the general trends in creating
the versions of each song.

Although the tree songs created for the application ad-
here to the same template, this is by no means how the
application must be used. This was a decision by the artist
and producer to create the songs to span the four genres
outlined above.

3.3 MultiMixer
The interface presented in Section 3.1 uses a single cursor
to explore the space. We also offer an extended framework
which exposes the multi-track representation to the user. In
this realization, separate stem files are exported for each in-
strument class: bass, drums, vocals and guitar/piano. The
guitar and piano tracks are associated with the same cursor
since they are both instruments which generally occupy the
mid-range of the frequency spectrum. Since not all versions
of the song have guitar and not all versions have piano,
these instruments were combined to avoid having a cursor
that doesn’t function throughout the entire space.

This alternate representation allows a user to manipulate
the blend of each version on an instrument class level. It is
possible to use the drums from the Electronic version and
the bass from the Rock version or to use a blend between
two or more versions. Whereas this mode allows higher
customization of the user experience in terms of instru-
ment and version specific transformations in real-time, the
increased parameterization makes broad sweeping changes
(i.e. switching between full versions of the song) more diffi-
cult to perform using a multi-touch gesture.

Drums

Guitars
+ Keys

Vocals

Bass

Figure 3: Screenshot of the multi-track version of
the MultiMixer application interface.

Figure 3 depicts an example of the multi-track version
of the MultiMixer application. The configuration shows
the user selecting the bass from the Electronic version, a
blend of mostly Rock/Electronic for the drum track, a blend
of Acoustic/Rock for the vocals and predominantly Ambi-
ent/Acoustic for the remaining layer.

4. DISCUSSION
The format of the multi-track MultiMixer presented in the
previous section opens up a wide range of possibilities to in-
tegrate intelligent analysis of audio into the way we listen to
music. Since we are now working with a track/stem repre-
sentation of each version of the song, it would be possible to
perform some of the processing effects on the device. This
would be ideal for extending automatic mixing techniques,
using a learned or pre-defined model for each genre/style
used in the space [11, 5, 6, 7]. It would be useful to provide
a framework where the user could interact with the audio
via higher level representations such as timbre or emotion
rather than low level, less user-friendly signal processing
constructs [10, 12, 8].

Such systems may provide the ability to upload unmixed
stems or multi-track files to the application and automati-
cally perform the necessary processing to correctly parame-
terize the space according to the desired genres/styles. This
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would be a step toward an interactive structured audio rep-
resentation using high level information about genre, style,
instrumentation and production techniques to not only re-
duce the information necessary to represent the song but
also provide a versatile parameterized model that can be
easily tailored for a desired level of interaction [13].
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